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What to read first and how to go about?













Attempting to comprehend a topic top-down can 
easily become difficult to manage: need better tools! 
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Comprehension Plan

• Estimation of user’s current knowledge

• Determining prerequisite structure among 
topics

• Plan over prerequisite structure to connect 
user’s current knowledge with target topic

This Talk
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Prerequisites     Hyperlinks

CRF

Graphical 
Model

HMM

Computer  
Vision

Shallow 
Parsing

Hyperlink from CRF’s 
Wikipedia page

⊆

Not Prereq

Prereq

Not Prereq

Prereq• All hyperlinks are not prerequisites.
• Given a hyperlink, classify whether it is a prerequisite 



Outline
• Motivation

• Prerequisite Classification

• Data Preprocessing

• Classifier

• Prerequisite Judgements using MTurk

• Features

• Experiments

• Conclusion
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Target Concepts

Sample up to 400 edges from each subgraph
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Gold Prerequisite Judgements 
using Mechanical Turk

Added based on 
Turker feedback
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Agreement among Turkers

Total cost: $278, 
completed in a week.



Classifier: Maximum Entropy



Classifier: Maximum Entropy

Prerequisite



Classifier: Maximum Entropy

Prerequisite

CRF Meiosis



Classifier: Maximum Entropy

Prerequisite

Feature Function

CRF Meiosis
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Features

Wiki Editor

Feature over WikiEdits Graph:
• RWR score of a topic from CRF

Features over Hyperlink Graph:
• Random Walk with Restart (RWR) 

       score of a topic
• Pagerank score of source
• Pagerank score of target

CRF
(target)

Features over PageContent:
• Wiki category of HMM page
• Name of first CRF section in which 

       the hyperlink occurs
• Category overlap between pages
• #times HMM is referenced from CRF

     ...

HMM
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Experiments

• Can we train a classifier for prerequisite 
classification?

• How effective is out-of-domain training?

• What are the effects of different features?

All evaluations in leave-one-target-out setting
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Random Baseline MaxEnt Classifier

Trained classifier achieves 8.6% absolute 
improvement in accuracy
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Close to optimal (93%) performance possible in 
out-of-domain training.
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MaxEnt model with different features
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Incorrect Classifications

• Mass is not a prerequisite for Physics

• Quantum mechanics is not a prerequisite 
for Bohr-Einstein debates

• Global warming is a prerequisite for 
Nitrous Oxide

• Carbon Dioxide is not a prerequisite for 
Carbon Sequestration
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Examples of Discriminative 
Features

• Is Target title a substring of Source title?

• Is there category overlap between source and 
target pages?

• Identity of category overlap between pages.

• Identity of source section from where target 
is linked.
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Conclusion

• Novel task: prerequisite structure prediction

- Demonstrated that relatively reliable features exist

• Future work
- feature engineering

- controlled data collection

• Ongoing work
- full comprehension plan generation using predicted 

prerequisite structure



Thank You!


