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Abstract
This paper explores FrameNet as a resource for building a lexicon for deep syntactic and semantic parsing with a practical multiple-
domain parser. The TRIPS parser is a wide-coverage parser which uses a domain-independent ontology to produce semantic interpre-
tations in 5 different application domains. We show how semantic information from FrameNet can be useful for developing a domain-
independent ontology. While we used FrameNet as a starting point for our ontology development, we were unable to use FrameNet
directly because it does not have links between syntax and semantics, and is not designed to include selectional restrictions. We discuss
changes that needed to be made to the FrameNet frame structure to convert it to our domain-independent LF Ontology, the additions we
made to FrameNet lexicon, and the resulting differences between the systems.

1. Introduction

This paper explores FrameNet(Johnson and Fillmore,
2000) as a resource for building a lexicon for deep syntac-
tic and semantic parsing with a practical multiple-domain
parser. Semantic corpus annotation such as FrameNet is
an important way to ensure reliability and ease of use of
semantic representations. Achieving inter-annotator agree-
ment results in semantic classes that can be reliably distin-
guished by humans, unlike, for example, WordNet synsets
(Miller, 1995), which are often difficult to differentiate for
human annotators. An open question, however, is whether
the FrameNet classes and frame elements can be obtained
and used automatically. There has been some work in this
area, in particular, on learning FrameNet frame elements
from corpora (Gildea and Jurafsky, 2002) and on using
them in the SMARTKOM project (Chang et al., 2002).
However, the extent to which FrameNet annotations will
be usable in practical applications is still an open issue.

In this paper, we describe our experience in using
FrameNet in the process of building a multi-domain con-
versational dialogue system. The TRIPS system is a dia-
logue assistant which has been applied to 5 different ap-
plication domains. Our lexicon uses frame structures as a
domain-independent semantic representation, and therefore
FrameNet is an attractive source of semantic information.
We used the FrameNet classes as a starting point for our
ontology development.

We made our top-level ontology for parsing consistent
with the FrameNet ontology, and this helped us by identi-
fying the verb classes that can be reliably distinguished by
human lexicon developers when defining entries in a com-
putational lexicon. FrameNet also provides semantic roles,
but it does not provide links between lexical entries and the
frames, and it does not contain selectional restrictions. In
creating those links, we changed the representation in order
to simplify lexicon maintenance, making it easier to define
syntax-semantics mappings and selectional restrictions in
the lexicon and ontology.

We describe the needs of a wide coverage parser and
grammar using the TRIPS parser as a realistic example
in Section 3; we then discuss the changes that needed
to be made in our domain-independent ontology from the
FrameNet formalism (Section 4), and compare the result-
ing lexicons (Section 5). Our experience can be useful for
the designers of other NLP systems, as well as guidance for
further development of semantic annotation schemes which
can be used in natural language understanding systems.

2. Background
Typically, a parsing and semantic interpretation system

requires an ontology as a source of semantic types and a
lexicon with the following information for every word:

• Syntactic features;

• Subcategorization frames;

• Semantic representation;

• For every subcategorization frame, the correspon-
dence between syntactic and semantic structures.

A number of lexicon and ontology projects provide
parts of the necessary information. Among the resources
frequently used for natural language processing tasks are
syntactic features and subcategorization frames in COM-
LEX (Macleod et al., 1994), word senses in WordNet
(Miller, 1995) and EuroWordNet (Vossen, 1997), and se-
mantic representations of world knowledge in CyC (Lenat,
1995). Of particular interest to our project is FrameNet,
which provides semantic frame representations based on
the analysis of corpus examples, and VerbNet (Kipper et al.,
2000), which provides subcategorization frames and corre-
spondence between those and verb semantics.

Though each of these lexicons and ontologies provides
some of the requirements we listed above, there is no single
resource which integrates all the information necessary for
parsing. We found that FrameNet and VerbNet entries were



the most useful for our purposes, as we discuss in more
detail in the following sections. Integration of all the re-
quired information presents significant challenges, primar-
ily in making sure that during parsing the correct semantic
type can be chosen for the word, and correct semantic argu-
ment labels are assigned to all its arguments. We found that
in a practical system simplifications may be necessary to
achieve efficiency and accommodate the fact that the sys-
tem cannot rely on the world knowledge available to hu-
mans annotating corpus examples.

3. The TRIPS parser
Before describing the use of FrameNet in the TRIPS

ontology, we discuss in more detail the TRIPS parser and
its representational requirements. The TRIPS parser is a
chart parser which utilizes 3 main knowledge sources: a
wide-coverage domain-independent grammar, a domain-
independent lexicon, and a domain-independent ontology,
as elaborated below.

Our wide-coverage domain-independent grammar has
been developed and tested in 5 different spoken dialogue
domains. It has been tested on human-human speech cor-
pora (Swift et al., 2004), and provides good coverage of
complex structures including gaps, relative clauses, com-
plex noun phrasesetc. The grammar rules build up a
domain-independent logical form used for discourse pro-
cessing, discussed below.

Our domain-independent lexicon provides word defini-
tions for the grammar. Each word definition has to include
the syntactic features, subcategorization frames and the
linking between syntax and semantics to allow the parser to
build the logical form. While our lexicon is not yet as large
as the projects like WordNet, it offers wide coverage in
our domains, which results in many ambiguous lexical en-
tries. On average, there are 1.26 syntax-semantics patterns
per word, and for verbs this figure is 1.60. The ambigu-
ity in lexical entries necessitates the development of mech-
anisms for semantic disambiguation. In our project, we
use domain-independent selectional restrictions expressed
as feature sets as our primary disambiguation mechanism.1

Finally, our domain-independent ontology, which we
call the LF Ontology, is the source of semantic types
that provides the semantics for entries in the domain-
independent lexicon.It includes the repository of all seman-
tic types defined in the system, as well as selectional restric-
tions to help disambiguation. The relationship between the
LF Ontology and FrameNet is discussed in the rest of the
paper.

Using the domain-independent grammar and lexicon
linked to the LF ontology, the TRIPS parser produces
a domain-independent logical form. This is a flat un-
scoped neo-Davidsonian representation, using event argu-
ments and semantic roles. It is similar to QLF (Alshawi
et al., 1991) and Minimal Recursion Semantics (Copes-
take et al., 1995) in that it uses identifiers to link the (non-

1Another option would be statistical disambiguation, but it
proves difficult for spoken dialogue domains, where corpus
data are difficult and costly to collect. We have demonstrated
that domain-independent selectional restrictions improve parsing
speed and accuracy in our lexicon (Dzikovska, 2004).

recursive) terms together. An example representation for
load the truck with orangesis shown in Figure 1.

(SPEECHACT sa1 SAREQUEST :content e123)
(F e123 LF::Filling*load :Agent pro1 :Theme v1 :Goal v2)
(IMPRO pro1 LF::Person :context-rel *YOU*)
(THE v1 (SET-OF LF::FOOD*orange))
(THE v2 LF::Vehicle*truck)

Figure 1: The LF representation of the sentenceload the
oranges into the truck.

The representation identifies the sense of the main verb
loadas an instance of concept LF::Filling, corresponding to
the FrameNet framefilling. Moreover, it identifiesoranges
as a :Theme of the filling action, that is, the object being
moved, andtruckas a :Goal of the filling action. Since it is
an imperative, the parser also infers an implicit pronoun as
a subject of the sentence, corresponding to the :Agent role.

Unlike traditional QLF representations, which typically
use n-place predicates, we use named arguments (which we
call semantic roles) in our representations, as it is done
in neo-Davidsonian representations and description logic.
It makes it easier to provide uniform representations con-
nected to different syntactic alternations (e.g., the only dif-
ference betweenthe window brokeand the hammer broke
the windowis that the former does not have an instrument
role filled in), and we hope to be able to use the role-based
representations for some syntactic generalizations, as dis-
cussed in Section 6.

In this example, the role names defined for LF::Filling
are exactly the same as those for the filling frame in
FrameNet. This is not always the case, and the need to
change the role structure for the LF ontology is discussed
in Section 4.

In the rest of the section, we discuss the specific require-
ments the parsing system places on its lexicon and domain-
independent ontology. These are the motivations for choos-
ing FrameNet as an appropriate domain-independent ontol-
ogy, but also for the changes needed for its use in a compu-
tational system.

3.1. Ontology design considerations

When providing the semantic information for parsing
described in the previous section, the development of our
system is influenced by two main goals: support for effi-
cient wide-coverage parsing, and also fast lexicon acqui-
sition. The first requirement means that the information
provided in the lexicon should be sufficient to parse sen-
tences encountered in the domains quickly. Therefore, we
need to reduce the parser search ambiguity whenever pos-
sible while maintaining the wide coverage of the system.
The second requirement means that new word definitions
should be possible to define automatically, or, if defined by
hand (as we are currently doing), the information necessary
to define a lexical entry should be easy to obtain. Either
the lexicon developer should be able to define a word from
the examples of other similar words already defined in the
lexicon, or, if no similar words were defined previously, the
relevant information should be easy to obtain from online



resources. In particular, we would like to be able to obtain
the semantic class of the word from FrameNet, and then
find a way to link the syntactic structure with the frame el-
ements.

Specifically, our decisions about the ontology were in-
fluenced by the following considerations:

• The level of abstraction. The semantic predicates
used during interpretation must be specific enough to
allow the system to draw reasonable inferences about
the world. For example, using the same predicate
MOVE to denote verbs such asrun, walk and drive
loses important distinctions between the meanings,
such as speed and whether a vehicle is involved. At the
same time, we want the semantic predicates to be such
that the system has a reasonable chance of selecting
the correct sense during the interpretation process. For
example, WordNet lists 16 senses for the verb move,
including “change location”, “move as so to change
position”, “cause to move” and “change residence”.
Disambiguation between those senses is difficult even
for human annotators, and extensive reasoning about
context is necessary to select the correct sense is not
feasible given the current state of the art for dialogue
systems. FrameNet offers the appropriate level of ab-
straction for word senses, as discussed below.

• The compositionality of meaning representations
In a domain-independent ontology, we would like the
meanings of the complex phrases to be compositional,
built from the meanings of their components. For ex-
ample, consider a sentenceSubmit a purchase order.
In a system that only knows about submitting pur-
chase orders, this is an atomic action. Therefore, it
can potentially be represented as a single concept in
the system ontology, SUBMIT PURCHASEORDER(P),
wherep is parameter which corresponds to the pur-
chase order to submit. This representation may be
the most efficient for domain reasoning, but if there
are other things that can be submitted, such as pro-
posals or application, this leads to a proliferation of
concepts: SUBMIT PROPOSAL(P), SUBMITAPPLICA-
TION(A). This is not a desirable situation for parsing,
because it results in additional ambiguity in construc-
tions likesubmit it, which then become multiply am-
biguous between interpretations with different possi-
ble meanings ofsubmit.

• Efficiency. For a dialogue system, the speed of in-
terpretation is crucial for effective operation, and we
would like to use as much semantic information as
possible during parsing to speed up and improve dis-
ambiguation.

• Syntax-semantics mappings. In order to use an on-
tology in a parsing system, we need to be able to link
the syntactic structures to corresponding ontological
representations. This needs to be specified in our lexi-
con; ideally, it should be available directly from a lex-
icon developed together with the ontology, otherwise,
it needs to be acquired later, during construction of

our parsing lexicon. The properties of the ontology,
including the level of abstraction and compositional-
ity, and also the arguments associated with each type,
should facilitate syntax-semantics mapping. For ex-
ample, if an ontology requires collecting phrases like
from Pittsfordand to Avoninto a singlePATH frame,
then special handling for path adverbials has to be im-
plemented in the grammar, adding to the complex-
ity of the system. FrameNet has simple frame ele-
ments, which are easy to obtain during parsing. How-
ever, there are issues with disambiguating them, as dis-
cussed in Section 4.

In our analysis, the FrameNet frames offer the right
level of abstraction for a computational system. The guide-
line we use in our lexicon is to consider two senses of a
word different only if we can distinguish them automati-
cally (i.e. based on subcategorization patterns and domain-
independent selectional restrictions) in most circumstances.
Because FrameNet was developed based on corpus exam-
ples, with frames which can be reliably distinguished by
human annotators, the frame structures offer the right level
of abstraction as word senses in a computational system. In
addition, because the frames are expected to cover a large
number of examples, they offer a good level of composi-
tionality, representing generic situations with parameters to
be filled in the roles.

3.2. Syntax-semantics templates and the LF Ontology
FrameNet is missing a crucial piece of information -

syntax-semantics mappings, which are necessary to obtain
our logical form representations. An example lexical entry
in our lexicon is shown in Figure 2. It defines the verbload
and 2 syntactic patterns. The pattern defined by AGENT-
THEME-GOAL-TEMPL encodes the information that in
a sentenceLoad the oranges into the truckthe (implicit)
subject will fill the :Agent role, the direct object is a noun
phrase which will fill the :Theme role, and the prepositional
complement is a prepositional phrase using the preposition
into, and filling the :Goal role.

The syntax-semantic mappings have to be defined for
all lexical entries. In defining them, we encounter issues
with semantic role names similar to those we encountered
when defining appropriate word senses. When a mapping
between syntactic and semantic arguments is defined, the
semantic arguments in the given frame must be defined on
a level of abstraction appropriate to draw inferences about
the world, but possible to disambiguate based on syntac-
tic structure and selectional restrictions. We found that
some FrameNet frame elements did not satisfy those cri-
teria, which necessitated changes to the ontology structure
discussed in Section 4.

The syntax-semantics templates are combined with se-
lectional restrictions in our ontology to provide semantic
disambiguation. Selectional restrictions are not part of the
FrameNet database, we added them to our LF representa-
tion to provide the parser with the information necessary
for disambiguation. For example, the LF ontology entry
for LF::Filling is shown in Figure 3. It is a subtype of a
more general LF::Motion frame (the addition of hierarchi-
cal structure to the LF Ontology is discussed in the next



(a) (load
(wordfeats (morph (:forms (-vb))))
(senses

((LF-Parent LF::Filling)
(TEMPL AGENT-THEME-GOAL-TEMPL)
(Example “Load the oranges into the truck”))

((LF-parent LF::Filling)
(TEMPL AGENT-GOAL-THEME-TEMPL)
(Example “Load the truck with oranges”))

) ))

(b) (AGENT-THEME-GOAL-TEMPL
(SUBJ (NP) Agent)
(DOBJ (NP) Theme)
(COMP (PP (ptype into)) Goal optional)

(c) (AGENT-GOAL-THEME-TEMPL
(SUBJ (NP) Agent)
(DOBJ (NP) Goal)
(COMP (PP (ptype with)) Theme)

Figure 2: Defining words in the lexicon (a) Lexicon defi-
nitions for the verbload in the LF::Filling sense; (b) The
template used to define the syntactic pattern forload the
oranges into the truck(c) The template used to define the
syntactic pattern forload the truck with oranges

section). As such, it inherits a basic set of arguments, which
are :Theme, :Source and :Goal.

(define-type LF::Motion
:sem (Situation (Aspect Dynamic))
:arguments

(Theme (Phys-obj (Mobility Movable)))
(Source (Phys-obj))
(Goal (Phys-obj))

(define-type LF::Filling
:parent LF::Motion
:sem (Situation (Cause Agentive))
:arguments

(Agent (Phys-obj (Intentional +)))
(Goal (Phys-obj (Container +))))

Figure 3: LF type definitions for LF::Motion and
LF::Filling. In the lexicon, feature vectors from LF argu-
ments are used to generate selectional restrictions based on
mappings between subcategorization frames and LF argu-
ments.

The LF definitions contain selectional restrictions on
the arguments expressed in terms of semantic feature sets.
Features encode basic meaning components used in seman-
tic restrictions, such as form, origin and mobility for phys-
ical objects. For example, the :Theme argument is defined
asPhys-obj (Mobility Movable)to reflect the fact that it has
to be a mobile object, as opposed to generally fixed objects
such as cities and mountains. LF::Filling places an addi-
tional restriction on its :Goal, requiring that it has to be a

container.
The semantic feature set we utilize is a domain-

independent feature set developed using EuroWordNet
(Vossen, 1997) as a starting point, and extended by incorpo-
rating lexico-syntactic generalizations from other linguistic
theories (Dzikovska et al., to appear). The set of features is
limited to 3-10 per word. The small size of the feature set
provides the lexicon developers with an easy to use frame-
work in which to express semantic properties of words for
selectional restrictions, because each word only needs to be
classified along a small set of dimensions. However, the
small feature set size limits the expressivity of the selec-
tional restrictions, so not every possible restriction can be
captured in it (see Section 4 for an example).

In our work on domain-independent lexicon develop-
ment we found this approach a useful compromise. While it
is small enough to keep lexicon development simple, it cov-
ers enough of the basic properties of words to significantly
improve parsing speed and accuracy in two evaluation do-
mains (Dzikovska, 2004). Selectional restrictions as feature
sets offer further advantages in terms of efficient implemen-
tation and domain customization (Dzikovska et al., 2003).
Therefore, in our lexicon we distinguish the word senses
and semantic arguments which can be disambiguated based
on syntactic structure and selectional restrictions express-
ible in terms of our feature set. This has a direct impact on
the decision to simplify frame role structures discussed in
the next section.

4. Adapting FrameNet for the TRIPS LF
Ontology

We made two major changes to our ontology that di-
verged from FrameNet representation: we added a hierar-
chical structure and reduced the number of distinct frame
elements (which we call roles). The FrameNet ontol-
ogy is mostly flat, even though it contains many frames
subsuming verbs that have identical argument structures.
While FrameNet is designed to represent the hierarchies
of frames, currently only about one-third of the frames in
FrameNet inherit from other frames (Gildea, personal com-
munication). In cases where frames included similar words
but reflected finer meaning distinctions, we collected them
under a common parent. For example,Suasion1, Suasion2
andSuasion3include a group of verbs such asencourage,
convince, induce, which have the same set of roles, but the
difference in meaning comes from whether the addressee
forms an intention to act. From the point of view of argu-
ment structure and selectional restrictions these frames are
identical, so we collect them under a general parent and use
the same set of selectional restrictions.

Table 1 shows the statistics about the number of LF
types at different levels of our hierarchy. Level 0 types are
types that do not inherit from anything, level 1 are types
with 1 parent, and so on. The first 2 levels in our ontology
were created artificially, because we needed special types
for parsing: a unique root in the ontology, a type which
unifies with nothing else (“-”), and another type which uni-
fies with anything but “-”. Thus, the contentful entries start
at level 2, and we have 7 root entries that do not inherit from
anything, 103 entries at depth 1. The majority of the types



Level Frame Count
0 1
1 2
2 7
3 103
4 170
5 207
6 103
7 44
8 10
9 9

Table 1: The number of LF types at different levels of our
LF hierarchy

we use are at depth 2 or 3 (170 and 207 respectively), but
the hierarchy goes up to 6 levels deep, mostly in the parts
of ontology where objects are classified.

In the process of developing our ontology, we had to
add types to support problem solving and planning actions,
which were absent in the version of FrameNet we utilised:
FRAMENET II Release 1.0. For example, it did not have
a classification for the wordneed, which occurs frequently
in our dialogues, so we defined a new LF::Necessity frame
in our lexicon.2 Other words common in our task-oriented
domains but not currently found in FrameNet arecancel,
revise, schedule. Sometimes words were defined within
FrameNet, but we needed to define additional senses be-
cause the FrameNet frame did not cover the common usage
in our domain. For example, the wordchangeis defined
only as an instance of frameTransformation, where an en-
try is transformed into something else, like inchange the
rabbit into a hat. In one of our domains, a frequent usage is
Change the dial to VDC(i.e., change the setting, but not the
dial itself). So we created a new LF::Change-state frame to
account for this sense. Similarly, the adjectiveopenis de-
fined asCandidnessin FrameNet, corresponding to usages
like She was open with us about the party, with synonyms
such ascandid, forthright, etc. In our domains,openhas to
do with physical accessibility,The route is open, or there is
an open door. These senses are not suitable for the words
grouped in theCandidnessframe, thus we established the
LF::Openness frame to account for them.

The hierarchical structure provides a level of generali-
sation in the ontology that makes it easier to include and
maintain selectional restrictions. For that purpose, we also
simplified the frame elements in our ontology. FrameNet
utilises situation roles, so adriving situation involves a
driver role, whereas thecommunicationsituation has a
communicator. However, these roles may be seen as in-
stances of a generalagentrole, which is an intentional be-
ing doing the action. A limited number of role names sim-
plifies the inheritance in the LF Ontology by allowing us
to define a general restriction (e.g., agents are intentional
beings) high in the hierarchy tree.

2need, and other words we cite in our examples, are also miss-
ing from the latest web version of FrameNet, FrameNet II release
1.1.

For purposes of mapping between syntax and seman-
tics, a smaller number of role names facilitates the defini-
tion of these mappings, because it creates opportunities for
generalisation. For example, many motion verbs will use
exactly the same set of syntax-semantics mappings, and not
having the distinctions between “driver” and “self-mover”
makes it easier to add new verbs by example.

More importantly, we found some frame elements too
specific or too dependent on pragmatic information to be
distinguishable during parsing. For example, the frameclo-
suredefines 2 separate frame elements: “Container-portal”,
for exampleflap in Close the tent flap, and “Containing-
object”, coat in buttoned her coat. Both can occur as
direct objects of relevant verbs. Human annotators are
able to distinguish those based on common sense knowl-
edge. For parsing, however, selectional restrictions ex-
pressed with a limited set of semantic features are not spe-
cific enough to make this determination. Moreover, to our
knowledge there is no reasoner able to make this distinction
in a domain-independent manner. Therefore, we made the
decision to define a more general :Theme role for our LF
type LF::Closure, which covers both those semantic argu-
ments. The relevant distinctions, if necessary, can be made
by the domain specific reasoners using our customization
mechanisms (Dzikovska et al., 2003).

The decision to use a reduced, more general set of
roles has an advantage for fast acquisition of lexical en-
tries. Many linguistic theories make syntactic generalisa-
tions based on semantic classes (see for example (Levin,
1993), (Jackendoff, 1990)). While we do not use such gen-
eralisations yet, we designed our ontology to facilitate those
in the future, as discussed in Section 7. For example, the
VerbNet lexicon defines the verbclosewith agent, patient3

andinstrumentroles, and defines the corresponding subcat-
egorization frames and syntactic variations. This general-
ization is only possible with more general role names, and
we hope to use it in the future to speed up the development
of syntax-semantics mappings.

5. Evaluation
In this section, we present statistics about our current

lexicon, and how it compares with the FrameNet ontology.4

Currently, our LF Ontology contains 656 LF types, corre-
sponding to different concepts. The complete statistics for
our lexicon is shown in Table 2. We have 2446 words total
in our lexicon, 1999 of which are open class words - adjec-
tives, nouns, verbs and adverbs, with 2248 different word
senses. The system uses 37 semantic roles, considerably
fewer than FrameNet, which has 554 frame elements.

We compared our lexicon with the FrameNet version
1.0. Table 3 shows the number of lexical items for each part
of speech which were defined in both lexicons, in TRIPS
lexicon only, and in FrameNet lexicon only.

It is interesting to note that while FrameNet is much
larger in size than the TRIPS lexicon, there’s a consider-
able number of lexical items, in all categories, which do

3which corresponds to our :Theme.
4The FrameNet statistics in this section are from FrameNet II

Release 1.0 unless otherwise noted.



POS Count Senses Synt.
var.

Comment

ADJ 422 1.07 1.12 Adjectives
N 875 1.06 1.09 Nouns
ADV disc 36 1.08 1.11 Discourse adverbials
ADV 221 1.32 1.55 Adverbs (including adverbial prepositions)
V 490 1.29 1.71 Verbs
NAME 22 1.00 1.00 Names
PUNC 10 1.00 1.00 Punctuation signs
UTTWORD 121 1.01 1.01 Discourse words like OK, yes, yeah, etc.
OTHER 249 1.02 1.04 Other parts of speech for functional words, including ART, PREP,

QUAN, CONJ, PRO, NUMBER
Total 2446 1.12 1.26

Table 2: Lexicon statistics in our system

POS Common Trips only FrameNet only
Adj 114 308 1072
N 285 582 2479
V 225 232 1774

Table 3: Lexicon statistics

not overlap between those lexicons. Part of the problem is
that the comparison is with an older version of FrameNet II
(release 1.0) and the current release (1.1) is much richer.
However, manual inspection of the data and comparison
with the release 1.1 data available on the Web still shows
significant non-overlapping areas. For verbs, these include

• Verbs dealing with plans and goals:achieve, accom-
plish, complete etc.

• Verbs dealing with intentions and permissions:need,
authorize, assume, trust etc.

• Verbs dealing with mutual understanding in a conver-
sation:recap, reformulate, misunderstand

• Verbs with particles common in spoken language:
look for, back up, dig out etc.

Verbs with particles do not appear to be consistently an-
notated in FrameNet, so the number of verbs listed as in
TRIPS but not FrameNet may include some of those that
in FrameNet are annotated as senses belonging to a verb
ignoring the particle. When we excluded verbs with par-
ticles from the counting, the number of verbs defined in
TRIPS but not FrameNet was 164, still a substantial differ-
ence. Moreover, when a particle is not included with the
verb annotation, it poses a significant problem for a parser,
because particles provide important syntactic clues during
parsing and disambiguation, and loss of this information
adds ambiguity to the process.

We did not analyze in detail the differences between
nouns and adjectives, but based on several spot-checks,
it appears that this is an area that has been developed in
FrameNet II Release 1.1, which now defines many com-
mon adjectives and nouns such as colour names and com-
mon foods. The biggest differences appear to be in words
that are essential for coverage in our domains, which are

transportation and computer purchasing. Therefore, TRIPS
defines the names for many physical objects such asbus,
dvd, cd-drivewhich are not part of the FrameNet lexicon.
This points to the issue we need to deal with in our future
work. Our data suggest that the text corpora that are the ba-
sis of FrameNet are quite different from the task-oriented
spoken dialogue corpora, and that’s why there are a num-
ber of words important in our domains which are currently
not included in the FrameNet database. If the LF types for
those are added to our ontology, we need to address syn-
chronization issues with further FrameNet updates.

5.1. Role structure evaluation

As discussed above, the names of semantic roles, much
as the names of the frames themselves, have to be at the
right level of abstraction in order to facilitate a connection
with syntax. Therefore, during the development of the LF
Ontology we needed to simplify the FrameNet role struc-
ture. The FrameNet version we evaluated contained 554
frame elements. We discussed in Section 4 the problems
that this caused in efficiently acquiring lexical entries and
in frame element disambiguation. In contrast, TRIPS has
37 roles used in subcategorization frames. This number is
considerably easier to manage in defining syntax-semantics
mappings, and for disambiguation.

The TRIPS role set, though developed independently, is
similar in size and structure to the role set in another se-
mantic lexicon, VerbNet (Kipper et al., 2000), which also
aims to link syntactic and semantic structure. A detailed
comparison can be found in (Dzikovska, 2004). In brief,
VerbNet has 28 roles, 8 of which are the same as those used
in the TRIPS LF lexicon. We did not conduct the formal
evaluation of the consistency of the rest of the role set, but,
generally speaking, the rest of the role sets intersect, but
VerbNet makes finer distinctions in some cases (splitting
:Theme intothemeandpatient). In addition, TRIPS con-
tains semantic roles for classifying adjective, adverb and
noun arguments, not covered by the VerbNet lexicon. We
plan to resolve the differences and use VerbNet selectional
restrictions and syntactic patterns to extend coverage of our
verb lexicon as part of our future work.

In comparing the role sets it is also important to
note that FrameNet intends to cover all parts of the sen-
tence relevant to the event, be they verb arguments or



adjuncts expressed by adverbs or even clauses. This re-
sults in some highly specific frame element names, such as
“Abundant-entities”, “arguer” or “manifestation-of-bias”,
each of which occurs only in a single frame. In our evalua-
tion, 313 of frame elements appeared in one frame only. At
the same time, the 6 most common frame elements, “Man-
ner”, “Time”, “Degree”, “Place”, “Means” and “Purpose”,
are handled as adverbial senses in the TRIPS lexicon, with
the exception of a small number of verbs which subcate-
gorize for them. For example, usually :Time-duration role
is realized by an adverbial, asfor 5 minutesin She com-
pleted the task in 5 minutes. But for 2 frames, LF::Take-
time and LF::Leave-time explicitly subcategorize for it as
a direct object,e.g., It takes 5 minutes to complete. In the
TRIPS lexicon there are 4 roles which appear with only 1
frame, and 2 of those are realized as adverbials in other
constructs, so they are not unique labels for a given frame,
but just exceptional cases of arguments typically handled
by adverbials.

The large number of role names difficult to disam-
biguate for the parser is the main reason why we were un-
able to use FrameNet directly in our lexicon. The distinc-
tion between subcategorized arguments and adjuncts (gen-
erally coming from adverbials) is very important in parsing
and semantic disambiguation, and that FrameNet does not
mark it in its frame element structure makes it difficult to
use directly in a practical NLP parser.

6. Future Work
Our work highlights both the usefulness of FrameNet as

a basis for building a computational ontology and lexicon,
and its limitations as a source representation for parsing.
FrameNet provides word meanings which can be reliably
distinguished by humans, which makes lexicon develop-
ment easier, and frame representations are convenient for
natural language processing because they are easy to obtain
from linguistic structure and allow us to encode optional ar-
guments. However, to facilitate connections to syntax and
allow for possible syntactic generalisations, we needed to
modify the information available in FrameNet by adding
hierarchy and using a smaller set of role names.

In the future we plan to include syntactic generaliza-
tions based on syntactic alternations as done in VerbNet
(Kipper et al., 2000). Currently there is no direct mapping
between TRIPS and VerbNet classes. Our ontologies were
developed independently, because the VerbNet database
was unavailable at the time; additionally, VerbNet is not
designed to cover other word classes, such as nouns and
adjectives, and we developed our lexicon to provide seman-
tic roles representations for all open-class words. As men-
tioned above, our analysis shows a significant overlap be-
tween our semantic roles and VerbNet roles. In our evalua-
tion, we also noted a “core” set of roles, including “Agent”,
“Cause”, “Source”, “Goal”, “Theme”, which, after the gen-
eral frame elements typically implemented by adverbials
we mentioned before, are the most frequent frame elements
used in FrameNet. This raises issues of standardisation and
developing a general set of roles suitable both for semantic
analysis and for syntactic generalisations, and we are work-
ing on mappings between the TRIPS and VerbNet roles,

and possibly between the TRIPS and FrameNet roles.
We also need to address the coordination between

FrameNet and TRIPS ontologies. Our ontology is based
on FrameNet, but it is not synchronised with the current
FrameNet version, because of the changes and additional
information necessary in our representations. Currently, in-
stead of trying to synchronize our ontologies directly, we
are working on a learning module which uses FrameNet
and other resources to propose meanings of novel words as
an aid to human lexicon developers.

7. Conclusions
In conclusion, this paper discusses FrameNet as a

source of semantic information for a deep syntactic parser.
Our wide coverage parser needs an ontology as a source of
domain-independent word senses, and FrameNet provides a
well-documented source of reliably distinguishable seman-
tic classes. For use in our practical dialog system, however,
we needed to streamline aspects of the FrameNet data for
efficiency. There remain open questions, especially the ex-
tent to which such streamlining can be handled automati-
cally as both systems develop in parallel, which need to be
addressed in future work.
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