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Abstract
This paper explores FrameNet as a resource for building a lexicon for deep syntactic and semantic parsing with a practical multiple-
domain parser. The TRIPS parser is a wide-coverage parser which uses a domain-independent ontology to produce semantic interpre-
tations in 5 different application domains. We show how semantic information from FrameNet can be useful for developing a domain-
independent ontology. While we used FrameNet as a starting point for our ontology development, we were unable to use FrameNet
directly because it does not have links between syntax and semantics, and is not designed to include selectional restrictions. We discuss
changes that needed to be made to the FrameNet frame structure to convert it to our domain-independent LF Ontology, the additions we
made to FrameNet lexicon, and the resulting differences between the systems.

1. Introduction We describe the needs of a wide coverage parser and

. . rammar using the TRIPS parser as a realistic example
This paper explores FrameNet(Johnson and Flllmore.g g P b

2000 for buildi lexi for d ; in Section 3; we then discuss the changes that needed
) as a resource for building a lexicon for deep syn 4% be made in our domain-independent ontology from the

tic and semantic_ parsing with a pr_actical muItipIe-domamFrameNet formalism (Section 4), and compare the result-
parser. Semantic corpus anno_tatpn such as FrameNet 'ﬁg lexicons (Section 5). Our experience can be useful for
an |mpc_)rtant way to ensure re_hal_mhty and ease of use 0the designers of other NLP systems, as well as guidance for
semantic rep_resentatlo_ns. Achieving mter-annot_ator a9 rther development of semantic annotation schemes which
me_nt results in semantlc_ classes that can be reliably dIStIr‘(L:an be used in natural language understanding systems.
guished by humans, unlike, for example, WordNet synsets
(Miller, 1995), which are often d|ﬁ|9ult to dlfferent_|ate for 2. Background
human annotators. An open question, however, is whether

the FrameNet classes and frame elements can be obtained Typically, a parsing and semantic interpretation system
and used automatically. There has been some work in thig€quires an ontology as a source of semantic types and a
area, in particular, on learning FrameNet frame elementeXicon with the following information for every word:

from corpora (Gildea and Jurafsky, 2002) and on using
them in the SMARTKOM project (Chang et al., 2002).
However, the extent to which FrameNet annotations will ¢ Subcategorization frames;
be usable in practical applications is still an open issue. _ .

In this paper, we describe our experience in using ® S€mantic representation;
FrameNet in the process of building a multi-domain con-
versational dialogue system. The TRIPS system is a dia-
logue assistant which has been applied to 5 different ap-
plication domains. Our lexicon uses frame structures as a A number of lexicon and ontology projects provide
domain-independent semantic representation, and therefofrirts of the necessary information. Among the resources
FrameNet is an attractive source of semantic informationfrequently used for natural language processing tasks are
We used the FrameNet classes as a starting point for owyntactic features and subcategorization frames in COM-
ontology development. LEX (Macleod et al., 1994), word senses in WordNet

We made our top-level ontology for parsing consistent(Miller, 1995) and EuroWordNet (Vossen, 1997), and se-
with the FrameNet ontology, and this helped us by identi-mantic representations of world knowledge in CyC (Lenat,
fying the verb classes that can be reliably distinguished by1995). Of particular interest to our project is FrameNet,
human lexicon developers when defining entries in a comwhich provides semantic frame representations based on
putational lexicon. FrameNet also provides semantic roleshe analysis of corpus examples, and VerbNet (Kipper et al.,
but it does not provide links between lexical entries and the2000), which provides subcategorization frames and corre-
frames, and it does not contain selectional restrictions. Irspondence between those and verb semantics.
creating those links, we changed the representation in order Though each of these lexicons and ontologies provides
to simplify lexicon maintenance, making it easier to definesome of the requirements we listed above, there is no single
syntax-semantics mappings and selectional restrictions iresource which integrates all the information necessary for
the lexicon and ontology. parsing. We found that FrameNet and VerbNet entries were

e Syntactic features;

e For every subcategorization frame, the correspon-
dence between syntactic and semantic structures.



the most useful for our purposes, as we discuss in moreecursive) terms together. An example representation for
detail in the following sections. Integration of all the re- load the truck with oranges shown in Figure 1.

quired information presents significant challenges, primar-

ily in making sure that during parsing the correct semantid SPEECHACT sal SAREQUEST :content e123)

type can be chosen for the word, and correct semantic argdF €123 LF::Filling*load :Agent prol :Theme v1 :Goal v2)
ment labels are assigned to all its arguments. We found th&tMPRO prol LF::Person :context-rel *YOU¥)

in a practical system simplifications may be necessary t¢THE v1 (SET-OF LF::FOOD*orange))

achieve efficiency and accommodate the fact that the sydTHE v2 LF::Vehicle*truck)

tem cannot rely on the world knowledge available to hu-

mans annotating corpus examples. Figure 1: The LF representation of the sentelozel the

3. The TRIPS parser oranges into the truck.

Before describing the use of FrameNet in the TRIPS L o .
ontology, we discuss in more detail the TRIPS parser an The rep_resentaﬂon identifies the_ sense of the main verb
its representational requirements. The TRIPS parser is %adas an instance gf_conceptLF::FH_Img, co_r_respondlng to
chart parser which utilizes 3 main knowledge sources: ne FrameNet framﬁlllln_g. Moreover, It |.dent|f|e$r_anges_
wide-coverage domain-independent grammar, a domairgS & :Theme of the filling action, t.h.at is, the obj_ect pe_lng
independent lexicon, and a domain-independent ontolog rpoved, andruck as a :Goal of the filling action. Since it is
as elaborated below an imperative, the parser also infers an implicit pronoun as

Our wide-coverage domain-independent grammar had subject of the sentence, corresponding to the :Agent role.

been developed and tested in 5 different spoken dialogue Unlike traditio.nal QLF representations, which typicqlly
domains. It has been tested on human-human speech cof=e n-place predicates, we use named arguments (which we

pora (Swift et al., 2004), and provides good coverage 0Fall seman;ic rolgs) in our repre;entations, as .it is dong
complex structures including gaps, relative clauses, com! neo-Davidsonian representations and description logic.

plex noun phrasestc The grammar rules build up a It makes it easier to provide uniform representations con-

domain-independent logical form used for discourse pro—neCted to different syntactic alternatiores, the only dif
cessing, discussed below, ference betweethe window brokeandthe hammer broke

Our domain-independent lexicon provides word defini-the windowis that the former does not have an instrument

tions for the grammar. Each word definition has to includerOIe filled m), and we hope to be qble to use thg roIe-basgd
the syntactic features, subcategorization frames and thrgpreseptatlon_s for some syntactic generalizations, as dis-
linking between syntax and semantics to allow the parser tGussed n Section 6. , -
build the logical form. While our lexicon is not yet as large In this example, the role names defmed.fpr LF:F'”'”Q
as the projects like WordNet, it offers wide coverage inaré exactly th? same as those for the filling frame in
our domains, which results in many ambiguous lexical en_FrameNet. This is not always the case, and the need to

tries. On average, there are 1.26 syntax-semantics patterﬁgange the role structure for the LF ontology is discussed

per word, and for verbs this figure is 1.60. The ambigu-"" Slec';:on 4. fth _ di h ii .
ity in lexical entries necessitates the development of mech- nthe rest of the section, we discuss the specific require-

anisms for semantic disambiguation. In our project, wements the parsing system places on its lexicon and domain-

use domain-independent selectional restrictions expressé'aldependent ontology. These are the motivations for choos-

as feature sets as our primary disambiguation mechahism"Y FrameNet as an appropriate domain-independent ontol-

Finally, our domain-independent ontology, which we ogy; but also for the changes needed for its use in a compu-
call the LF Ontology is the source of semantic types tational system.
that provides the semantics for entries in the domain= 4 Ontology design considerations
independent lexicon.It includes the repository of all seman-

tic types defined in the system, as well as selectional restric-es\évr?;en d F;;O;/r:g'n?et\i}suze;neigg ”:rfgn(;s\t;;g fcr;re%i\r;lnogur
tions to help disambiguation. The relationship between thg P ' P

LF Ontology and FrameNet is discussed in the rest of thesystem_ls influenced by t\.NO main goals: suppgrt . eﬁ".
paper. cient wide-coverage parsing, and also fast lexicon acqui-

Using the domain-independent grammar and lexicorsition: The first requirement means that the information

linked to the LF ontology, the TRIPS parser Ioroducesprovided in the lexicon should be sufficient to parse sen-
a domain-independent Iodical form. This is a flat un_tences encountered in the domains quickly. Therefore, we

scoped neo-Davidsonian representation, using event arg eed to reduce the parser search ambiguity whenever pos-

ments and semantic roles. It is similar to QLF (Alshawi sible while maintaining the wide coverage of the system.

et al., 1991) and Minimal Recursion Semantics (Copes:rhe second requirement means that new word definitions

take et al., 1995) in that it uses identifiers to link the (non-ShOUId be possible to define automatically, or, if defined by
' hand (as we are currently doing), the information necessary

1Another option would be statistical disambiguation, but it to deflne a lexical entry should be easy to_ obtain. Either
proves difficult for spoken dialogue domains, where corpusth€ Iexicon developer should be able to define a word from
data are difficult and costly to collect. We have demonstratedh€ examples of other similar words already defined in the

that domain-independent selectional restrictions improve parsinggxicon, or, if no similar words were defined previously, the
speed and accuracy in our lexicon (Dzikovska, 2004). relevant information should be easy to obtain from online




resources. In particular, we would like to be able to obtain
the semantic class of the word from FrameNet, and then
find a way to link the syntactic structure with the frame el-
ements.

Specifically, our decisions about the ontology were in-
fluenced by the following considerations:

e The level of abstraction The semantic predicates
used during interpretation must be specific enough to
allow the system to draw reasonable inferences about
the world. For example, using the same predicate
MoVE to denote verbs such asn, walk and drive
loses important distinctions between the meanings,
such as speed and whether a vehicle is involved. Atth
same time, we want the semantic predicates to be su

example, WordNet lists 16 senses for the verb move’

including “change location”, “move as so to change
position”, “cause to move” and “change residence”.
Disambiguation between those senses is difficult eve

for human annotators, and extensive reasoning abo

: )
context is necessary to select the correct sense is not, . :
addition, because the frames are expected to cover a large

feasible given the current state of the art for dialogue
systems. FrameNet offers the appropriate level of ab-
straction for word senses, as discussed below.

e The compositionality of meaning representations
In a domain-independent ontology, we would like the
meanings of the complex phrases to be compositional,
built from the meanings of their components. For ex-
ample, consider a sentenSeibmit a purchase order
In a system that only knows about submitting pur-
chase orders, this is an atomic action. Therefore, i
can potentially be represented as a single concept i
the system ontology, 8MITPURCHASEORDER(P),
wherep is parameter which corresponds to the pur-
chase order to submit. This representation may b
the most efficient for domain reasoning, but if there
are other things that can be submitted, such as pro
posals or application, this leads to a proliferation of
concepts: BBMITPROPOSAL(P), SUBMITAPPLICA-
TION(A). This is not a desirable situation for parsing,
because it results in additional ambiguity in construc-
tions like submit it which then become multiply am-
biguous between interpretations with different possi-
ble meanings ofubmit

our parsing lexicon. The properties of the ontology,
including the level of abstraction and compositional-
ity, and also the arguments associated with each type,
should facilitate syntax-semantics mapping. For ex-
ample, if an ontology requires collecting phrases like
from Pittsfordandto Avoninto a singlePATH frame,
then special handling for path adverbials has to be im-
plemented in the grammar, adding to the complex-
ity of the system. FrameNet has simple frame ele-
ments, which are easy to obtain during parsing. How-
ever, there are issues with disambiguating them, as dis-
cussed in Section 4.

In our analysis, the FrameNet frames offer the right

?ﬁvel of abstraction for a computational system. The guide-

.Clme we use in our lexicon is to consider two senses of a
that the system has a reasonable chance of selectlrw

the correct sense during the interpretation process. Forord different only if we can distinguish them automati-

ally (i.e. based on subcategorization patterns and domain-
independent selectional restrictions) in most circumstances.
Because FrameNet was developed based on corpus exam-
rE)Ies, with frames which can be reliably distinguished by
ur'[uman annotators, the frame structures offer the right level

f abstraction as word senses in a computational system. In

number of examples, they offer a good level of composi-
tionality, representing generic situations with parameters to
be filled in the roles.

3.2. Syntax-semantics templates and the LF Ontology

FrameNet is missing a crucial piece of information -

syntax-semantics mappings, which are necessary to obtain
our logical form representations. An example lexical entry
in our lexicon is shown in Figure 2. It defines the véshd
nd 2 syntactic patterns. The pattern defined by AGENT-
HEME-GOAL-TEMPL encodes the information that in
a sentencé.oad the oranges into the trudke (implicit)
subject will fill the :Agent role, the direct object is a noun
é;)hrase which will fill the : Theme role, and the prepositional
complement is a prepositional phrase using the preposition
into, and filling the :Goal role.

The syntax-semantic mappings have to be defined for

all lexical entries. In defining them, we encounter issues

with semantic role names similar to those we encountered
when defining appropriate word senses. When a mapping
between syntactic and semantic arguments is defined, the
semantic arguments in the given frame must be defined on
a level of abstraction appropriate to draw inferences about
the world, but possible to disambiguate based on syntac-

e Efficiency. For a dialogue system, the speed of in-tiC structure and selectional restrictions. We found that
terpretation is crucial for effective operation, and we Some FrameNet frame elements did not satisfy those cri-
would like to use as much semantic information asteria, which necessitated changes to the ontology structure
possible during parsing to speed up and improve disdiscussed in Section 4.
ambiguation. The syntax-semantics templates are combined with se-

lectional restrictions in our ontology to provide semantic

e Syntax-semantics mappings In order to use an on- disambiguation. Selectional restrictions are not part of the
tology in a parsing system, we need to be able to linkFrameNet database, we added them to our LF representa-
the syntactic structures to corresponding ontologication to provide the parser with the information necessary
representations. This needs to be specified in our lexifor disambiguation. For example, the LF ontology entry
con; ideally, it should be available directly from a lex- for LF::Filling is shown in Figure 3. It is a subtype of a
icon developed together with the ontology, otherwise,more general LF::Motion frame (the addition of hierarchi-
it needs to be acquired later, during construction ofcal structure to the LF Ontology is discussed in the next



(a) (load
(wordfeats (morph (:forms (-vb))))
(senses
((LF-Parent LF::Filling)
(TEMPL AGENT-THEME-GOAL-TEMPL)
(Example “Load the oranges into the truck”))
((LF-parent LF::Filling)
(TEMPL AGENT-GOAL-THEME-TEMPL)
(Example “Load the truck with oranges”))

)))

(b) (AGENT-THEME-GOAL-TEMPL
(SUBJ (NP) Agent)
(DOBJ (NP) Theme)
(COMP (PP (ptype into)) Goal optional)

(c) (AGENT-GOAL-THEME-TEMPL
(SUBJ (NP) Agent)
(DOBJ (NP) Goal)
(COMP (PP (ptype with)) Theme)

container.

The semantic feature set we utilize is a domain-
independent feature set developed using EuroWordNet
(Vossen, 1997) as a starting point, and extended by incorpo-
rating lexico-syntactic generalizations from other linguistic
theories (Dzikovska et al., to appear). The set of features is
limited to 3-10 per word. The small size of the feature set
provides the lexicon developers with an easy to use frame-
work in which to express semantic properties of words for
selectional restrictions, because each word only needs to be
classified along a small set of dimensions. However, the
small feature set size limits the expressivity of the selec-
tional restrictions, so not every possible restriction can be
captured in it (see Section 4 for an example).

In our work on domain-independent lexicon develop-
ment we found this approach a useful compromise. While it
is small enough to keep lexicon development simple, it cov-
ers enough of the basic properties of words to significantly
improve parsing speed and accuracy in two evaluation do-
mains (Dzikovska, 2004). Selectional restrictions as feature
sets offer further advantages in terms of efficientimplemen-
tation and domain customization (Dzikovska et al., 2003).

Figure 2: Defining words in the lexicon (a) Lexicon defi-
nitions for the verboad in the LF::Filling sense; (b) The
template used to define the syntactic patterniéad the
oranges into the truckc) The template used to define the
syntactic pattern foload the truck with oranges

Therefore, in our lexicon we distinguish the word senses
and semantic arguments which can be disambiguated based
on syntactic structure and selectional restrictions express-
ible in terms of our feature set. This has a direct impact on
the decision to simplify frame role structures discussed in
the next section.
section). As such, it inherits a basic set of arguments, which )
are :Theme’ ‘Source and :Goal. 4 Adapt|ng Fl’ameNet fOI’ the TRIPS LF
Ontology

We made two major changes to our ontology that di-
verged from FrameNet representation: we added a hierar-
chical structure and reduced the number of distinct frame
elements (which we call roles). The FrameNet ontol-
ogy is mostly flat, even though it contains many frames
subsuming verbs that have identical argument structures.
While FrameNet is designed to represent the hierarchies
of frames, currently only about one-third of the frames in
FrameNet inherit from other frames (Gildea, personal com-
munication). In cases where frames included similar words
but reflected finer meaning distinctions, we collected them
under a common parent. For exam@eiasion1Suasion2
andSuasiondnclude a group of verbs such aacourage,
convince, inducewhich have the same set of roles, but the
Figure 3: LF type definitions for LF::Motion and difference in meaning comes from whether the addressee
LF::Filling. In the lexicon, feature vectors from LF argu- forms an intention to act. From the point of view of argu-
ments are used to generate selectional restrictions based Bient structure and selectional restrictions these frames are
mappings between subcategorization frames and LF argidentical, so we collect them under a general parent and use
ments. the same set of selectional restrictions.

Table 1 shows the statistics about the number of LF

The LF definitions contain selectional restrictions ontypes at different levels of our hierarchy. Level O types are
the arguments expressed in terms of semantic feature setgpes that do not inherit from anything, level 1 are types
Features encode basic meaning components used in semavith 1 parent, and so on. The first 2 levels in our ontology
tic restrictions, such as form, origin and mobility for phys- were created artificially, because we needed special types
ical objects. For example, the :Theme argument is definefbr parsing: a unigue root in the ontology, a type which
asPhys-obj (Mobility Movablejo reflect the fact that it has unifies with nothing else (“-"), and another type which uni-
to be a mobile object, as opposed to generally fixed objectfes with anything but “-". Thus, the contentful entries start
such as cities and mountains. LF::Filling places an addiat level 2, and we have 7 root entries that do not inherit from
tional restriction on its :Goal, requiring that it has to be aanything, 103 entries at depth 1. The majority of the types

(define-type LF::Motion
:sem (Situation (Aspect Dynamic))
:arguments
(Theme (Phys-obj (Mobility Movable)))
(Source (Phys-obj))
(Goal (Phys-obj))

(define-type LF::Filling
:parent LF::Motion
:sem (Situation (Cause Agentive))
:arguments
(Agent (Phys-obj (Intentional +)))
(Goal (Phys-obj (Container +))))



Level | Frame Count For purposes of mapping between syntax and seman-
0 1 tics, a smaller number of role names facilitates the defini-
1 2 tion of these mappings, because it creates opportunities for
2 7 generalisation. For example, many motion verbs will use
3 103 exactly the same set of syntax-semantics mappings, and not
4 170 having the distinctions between “driver” and “self-mover”

5 207 makes it easier to add new verbs by example.

6 103 More importantly, we found some frame elements too
7 44 specific or too dependent on pragmatic information to be
8 10 distinguishable during parsing. For example, the fraloe

9 9 suredefines 2 separate frame elements: “Container-portal”,

for exampleflap in Close the tent flapand “Containing-
object”, coat in buttoned her coat Both can occur as
direct objects of relevant verbs. Human annotators are
able to distinguish those based on common sense knowl-
edge. For parsing, however, selectional restrictions ex-

we use are at depth 2 or 3 (170 and 207 respectively) plRressed with a limited set of semantic features are not spe-

the hierarchy goes up to 6 levels deep, mostly in the partgiﬁc enough to m_ake this determination. More(_)ve_r, t_o our
of ontology where objects are classified. knowledge there is no reasoner able to make this distinction

In the process of developing our ontology, we had toln @ domain-independent manner. Therefore, we made the

add types to support problem solving and planning actionsc,ieusmn to define a more general :Theme role for.our LF
which were absent in the version of FrameNet we utilised?YP€ LF::Closure, which covers both those semantic argu-
FRAMENET Il Release 1.0. For example, it did not have ments. The r_elevant_Q|st|nct|ons, if necessary, can be_z mgde
a classification for the wordeed which occurs frequently by the d_omaln specmc reasoners using our customization
in our dialogues, so we defined a new LF::Necessity framd&n€chanisms (Dzikovska et al., 2003).
in our lexicon? Other words common in our task-oriented ~ 1h€ decision to use a reduced, more general set of
domains but not currently found in FrameNet asnce] rqles has an_adv_an_tage fo_r fast acqwsmon_of IeX|caI_en-
revise schedule Sometimes words were defined within tries. Many linguistic theories make syntactic generalisa-
FrameNet, but we needed to define additional senses bHoNS based on semantic classes (see for example (Levin,
cause the FrameNet frame did not cover the common usage?93), (Jackendoff, 1990)). While we do not use such gen-
in our domain. For example, the worthangeis defined _erallsatlons yet, we deS|gnqu our on_tology to facilitate those
only as an instance of framEransformationwhere an en- in the future_, as d|s_cussed in Sect|on_ 7. For example, the
try is transformed into something else, likedhange the ~VerbNet lexicon defines the vedbosewith agent patienf
rabbit into a hat In one of our domains, a frequent usage is2ndinstrumentoles, and defines the corresponding subcat-
Change the dial to VD@.e., change the setting, but not the ggo.nza.tlon frames 'and syntactlc variations. This general-
dial itself). So we created a new LF::Change-state frame té7ation is only possible with more general role names, and
account for this sense. Similarly, the adjectoenis de- W€ hope to use |t_|n the futgre to speed up the development
fined asCandidnessn FrameNet, corresponding to usages©f Syntax-semantics mappings.
like She was open with us about the pamyith synonyms .
such aandid forthright, etc In our domainsppenhas to 5. Evaluation
do with physical accessibilityfhe route is operor there is In this section, we present statistics about our current
an open doar These senses are not suitable for the wordgexicon, and how it compares with the FrameNet ontolbgy.
grouped in theCandidnesdrame, thus we established the Currently, our LF Ontology contains 656 LF types, corre-
LF::Openness frame to account for them. sponding to different concepts. The complete statistics for
The hierarchical structure provides a level of generali-our lexicon is shown in Table 2. We have 2446 words total
sation in the ontology that makes it easier to include andn our lexicon, 1999 of which are open class words - adjec-
maintain selectional restrictions. For that purpose, we alstives, nouns, verbs and adverbs, with 2248 different word
simplified the frame elements in our ontology. FrameNetsenses. The system uses 37 semantic roles, considerably
utilises situation roles, so driving situation involves a fewer than FrameNet, which has 554 frame elements.
driver role, whereas theommunicationsituation has a We compared our lexicon with the FrameNet version
communicator However, these roles may be seen as in-1.0. Table 3 shows the number of lexical items for each part
stances of a generagentrole, which is an intentional be- of speech which were defined in both lexicons, in TRIPS
ing doing the action. A limited number of role names sim-lexicon only, and in FrameNet lexicon only.
plifies the inheritance in the LF Ontology by allowing us It is interesting to note that while FrameNet is much
to define a general restriction (e.g., agents are intentiondarger in size than the TRIPS lexicon, there’s a consider-
beings) high in the hierarchy tree. able number of lexical items, in all categories, which do

Table 1: The number of LF types at different levels of our
LF hierarchy

2need and other words we cite in our examples, are also miss-  *which corresponds to our :Theme.
ing from the latest web version of FrameNet, FrameNet Il release  “The FrameNet statistics in this section are from FrameNet II
1.1. Release 1.0 unless otherwise noted.



Synt.

POS Count | Senses var Comment

ADJ 422 1.07| 1.12| Adjectives

N 875 1.06| 1.09| Nouns

ADV disc 36 1.08 | 1.11| Discourse adverbials

ADV 221 1.32 | 1.55| Adverbs (including adverbial prepositions)

\% 490 1.29| 1.71| Verbs

NAME 22 1.00| 1.00 | Names

PUNC 10 1.00 | 1.00| Punctuation signs

UTTWORD 121 1.01| 1.01 | Discourse words like OK, yes, yeah, etc.

OTHER 249 1.02 | 1.04 | Other parts of speech for functional words, including ART, PREP,
QUAN, CONJ, PRO, NUMBER

Total 2446 1.12| 1.26

Table 2: Lexicon statistics in our system

POS | Common| Trips only | FrameNet only transportation and computer purchasing. Therefore, TRIPS
Adj | 114 308 1072 defines the names for many physical objects suchuas
N 285 582 2479 dvd, cd-drivewhich are not part of the FrameNet lexicon.
V 225 232 1774 This points to the issue we need to deal with in our future
) o work. Our data suggest that the text corpora that are the ba-
Table 3: Lexicon statistics sis of FrameNet are quite different from the task-oriented

spoken dialogue corpora, and that’s why there are a num-

not overlap between those lexicons. Part of the problem i§€r Of words important in our domains which are currently
that the comparison is with an older version of FrameNet 110t included in the FrameNet database. If the LF types for
(release 1.0) and the current release (1.1) is much richet!0S€ aré added to our ontology, we need to address syn-
However, manual inspection of the data and comparisoﬁhron'zat'on issues with further FrameNet updates.
with the release 1.1 data available on the Web still shows
significant non-overlapping areas. For verbs, these includé'l'
As discussed above, the names of semantic roles, much
e Verbs dealing with plans and goalachieve, accom- as the names of the frames themselves, have to be at the
plish, complete etc. right level of abstraction in order to facilitate a connection
) o ) o with syntax. Therefore, during the development of the LF
e Verbs pleallng with intentions and permissiomeed, Ontology we needed to simplify the FrameNet role struc-
authorize, assume, trust etc. ture. The FrameNet version we evaluated contained 554
frame elements. We discussed in Section 4 the problems
that this caused in efficiently acquiring lexical entries and
in frame element disambiguation. In contrast, TRIPS has
e Verbs with particles common in spoken language:37 roles used in subcategorization frames. This number is
look for, back up, dig out etc. considerably easier to manage in defining syntax-semantics
mappings, and for disambiguation.

Verbs with particles do not appear to be consistently an- The TRIPS role set, though developed independently, is
notated in FrameNet, so the number of verbs listed as isimilar in size and structure to the role set in another se-
TRIPS but not FrameNet may include some of those thamantic lexicon, VerbNet (Kipper et al., 2000), which also
in FrameNet are annotated as senses belonging to a veaims to link syntactic and semantic structure. A detailed
ignoring the particle. When we excluded verbs with par-comparison can be found in (Dzikovska, 2004). In brief,
ticles from the counting, the number of verbs defined inVerbNet has 28 roles, 8 of which are the same as those used
TRIPS but not FrameNet was 164, still a substantial differ-in the TRIPS LF lexicon. We did not conduct the formal
ence. Moreover, when a particle is not included with theevaluation of the consistency of the rest of the role set, but,
verb annotation, it poses a significant problem for a parsegenerally speaking, the rest of the role sets intersect, but
because particles provide important syntactic clues durinyerbNet makes finer distinctions in some cases (splitting
parsing and disambiguation, and loss of this informationTheme intothemeand patien). In addition, TRIPS con-
adds ambiguity to the process. tains semantic roles for classifying adjective, adverb and

We did not analyze in detail the differences betweennoun arguments, not covered by the VerbNet lexicon. We
nouns and adjectives, but based on several spot-checkdan to resolve the differences and use VerbNet selectional
it appears that this is an area that has been developed igstrictions and syntactic patterns to extend coverage of our
FrameNet Il Release 1.1, which now defines many comverb lexicon as part of our future work.
mon adjectives and nouns such as colour names and com- In comparing the role sets it is also important to
mon foods. The biggest differences appear to be in wordaote that FrameNet intends to cover all parts of the sen-
that are essential for coverage in our domains, which aréence relevant to the event, be they verb arguments or

Role structure evaluation

e \erbs dealing with mutual understanding in a conver-
sation:recap, reformulate, misunderstand



adjuncts expressed by adverbs or even clauses. This rand possibly between the TRIPS and FrameNet roles.

sults in some highly specific frame element names, such as We also need to address the coordination between
“Abundant-entities”, “arguer” or “manifestation-of-bias”, FrameNet and TRIPS ontologies. Our ontology is based
each of which occurs only in a single frame. In our evalua-on FrameNet, but it is not synchronised with the current
tion, 313 of frame elements appeared in one frame only. AFrameNet version, because of the changes and additional
the same time, the 6 most common frame elements, “Maninformation necessary in our representations. Currently, in-
ner”, “Time”, “Degree”, “Place”, “Means” and “Purpose”, stead of trying to synchronize our ontologies directly, we
are handled as adverbial senses in the TRIPS lexicon, withre working on a learning module which uses FrameNet
the exception of a small number of verbs which subcateand other resources to propose meanings of novel words as
gorize for them. For example, usually :Time-duration rolean aid to human lexicon developers.

is realized by an adverbial, dsr 5 minutesin She com-

pleted the task in 5 minuteBut for 2 frames, LF::Take- 7. Conclusions

time and LF::Leave-time explicitly subcategorize for it as
a direct objecte.g, It takes 5 minutes to complete. In the
TRIPS lexicon there are 4 roles which appear with only 1

In conclusion, this paper discusses FrameNet as a
source of semantic information for a deep syntactic parser.
: S Our wide coverage parser needs an ontology as a source of
frame, and 2 of those are realized as adverbials in Othe&omain-independentWord senses, and FrameNet provides a

gotngtnicts, so;hey lare not u;uque Iabelts ftor a glllveﬂ frzrr?f/ell-documented source of reliably distinguishable seman-
ut Just exceptional cases ot arguments typically handi€q cjasses. For use in our practical dialog system, however,

by gr?]verlmals. b f rol difficult to di we needed to streamline aspects of the FrameNet data for
bi te faraﬁ humber othroe names di |chu 0 disam- efficiency. There remain open questions, especially the ex-
Iguate for the parser IS tn€ main reason why We Were Ungy y; 14 \yhich such streamlining can be handled automati-

?b'e to use FrameNet d'FeC"y in our lexicon. The dIStInC'cally as both systems develop in parallel, which need to be
tion between subcategorized arguments and adjuncts (geﬂadressed in future work

erally coming from adverbials) is very important in parsing
and semantic disambiguation, and that FrameNet does not

mark it in its frame element structure makes it difficult to 8. ACknOWIedgmentS
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guments. However, to facilitate connections to syntax an N
named organizations.

allow for possible syntactic generalisations, we needed to
modify the information available in FrameNet by adding
hierarchy and using a smaller set of role names. 9. References
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