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Abstract

Satic energy due to subthreshold leakage current is pro-
jected to become a major component of the total energy
in high performance microprocessors. Many studies so far
have examined and proposed techniques to reduce |eakage
in on-chip storage structures. In this study, static energy
is reduced in the integer functional units by leveraging the
unique qualities of dual threshold voltage domino logic.

Domino logic has desirable properties that greatly re-
duce leakage current while providing fast propagation
times. However, due to the energy cost of entering the
low leakage current state (sleepmode), domino logic has
thus far been used only for leakage reduction in the long-
term standby mode. We examine the utility of the sleep
mode (while considering the aforementioned costs) when
idle times are relatively short, one to a few hundred cycles,
asis often the case for functional units.

Using an analytical energy model suitable for
architecture-level analysis, we explore the interaction
of the application and technology, and the effect on energy
and performance as the underlying parameters are varied,
on a set of benchmarks. Our results show that if the
leakage approaches the magnitude as projected in the
literature, even for short idle intervals as few as ten cycles,
an aggressive policy of activating the sleep mode at every
idle period performs well and a more complex control
strategy may not be warranted. e also propose a simple
design, called Gradual Sleepto reduce the energy impact
of using the sleepmode for smaller idle periods.

*This work was supported in part by NSF grants EIA-9972881-El|
0080124, CCR-9702466, CCR-9701915, CCR-9811929, CCB3833
and CCR-9705594; by DARPA/ITO under AFRL contract F29601K0
0182; by New York State Office of Science, Technology & AcaiteRe-
search to the Center for Advanced Technology — Electronigimg Sys-
tems and the Microelectronics Design Center; by an IBM Rgdeértner-
ship Award; and by external research grants from the cotjpoiof Intel,
DEC/Compag, Xerox, Eastman Kodak, Lucent Technologied,Riroton
Vision Systems, Inc.

1 Introduction

Energy dissipation has become a critical design con-
straint in high performance microprocessors. Until relgent
the focus has been on thdynamic energy dissipated in
CMOS circuits. In older technologies, the majority of
the energy is dissipated when transistors switch (trahsien
power dissipation). When the circuits are not active the cur
rent is extremely low relative to switching, and thus, the
static energy consumed is negligible. This exaggerated re-
lationship between dynamic and static energy will experi-
ence a marked shift in the near future.

Static energy dissipation is a result lebkage current
due to the finite-resistance of the off transistors between
power and ground that exist whenever power is applied to
a CMOS circuit. The magnitude of the leakage current is
highly dependent on the threshold voltagecharacteris-
tics. As integrated circuit technology scales to ever sanall
dimensions, supply voltage levels are likewise scaled. To
improve circuit speed, the threshold voltages are also de-
creased. This decrease in threshold voltage results in-an ex
ponential increase in the subthreshold leakage current [3]
The International Technology Roadmap for Semiconduc-
tors [2] projects dimensions of 7im to be in production
by the year 2006. At these dimensions, the leakage energy
is estimated to ben par with the dynamic switching energy
if novel circuit techniques are not developed [3].

Since most of the transistors in a microprocessor re-
side in the storage structures (the caches and buffers), the
RAMs are responsible for a large portion of the leakage
power [7, 9, 11, 14, 20]. The functional units, alternatyyel
consist of a much smaller fraction of the transistors. How-
ever, the model developed by Butts and Sohi [6] for estimat-
ing leakage currentin various logic structures revealsran o
der of magnitude larger leakage current for combinational
logic relative to cache RAM transistors. While precise es-
timates for static power require detailed circuit knowledg
of the processor, which is not readily available, this model
indicates the integer and floating point functional unitsco
tribute a noticeable fraction of the overall static power de
spite the smaller transistor count relative to the caches.

In this paper, we present the benefits of employing a



dual threshold voltage domino logic circuit technique [16] the dominoAND-gate is shown in Figure 1c. The inter-
(duald) to reduce subthreshold leakage current in the in- nal nodeDynamic is precharged during the low phase of
teger functional units (FUs) of a general-purpose progesso the clock. Note that the path to ground is cut-off by an
We focus on domino logic dudl; circuits because domino  NMOS transistor during this time. When the clock transi-
logic has both superior speed and area characteristics asions high, the path to ground is enabled and the inputs are
compared to static CMOS logic circuits [1, 10, 13, 16]. We evaluated. When both inputs are high, the dynamic node
restrict the analysis to the integer FUs because it is theseis discharged and the output goes high. When either input
units that are most heavily utilized. is low the dynamic node remains charged and the output
Some domino logic designs havelaep mode in which is low. The state of the dynamic node is preserved against
the circuit expends very little static energy. However, due coupling noise, charge sharing, and charge leakage by the
to the energy cost of entering this mode, it has thus far keeper transistor. In contrast to static CMOS, every clock
been proven useful only to reduce leakage during long-termcycle the dynamic nodes are precharged and the inputs eval-
standby mode. Idle times in the functional units can often uated regardless of whether the inputs change state. When
be relatively short, from one to a few hundred cycles. We the circuit is not required, useless re-evaluation (andgne
develop an energy model appropriate for the architecture-cost) can be avoided by gating the clock such that the clock
level analysis of logic circuits and explore strategiesnte e input is forced high.
ploy thesleep mode in the dual circuits so as to minimize As described in [1, 13, 16], domino circuits permit the
the overall energy when idle times are short. We use this en-use of dual threshold voltage techniques to reduce sub-
ergy model to develop insight into the dependencies amongthreshold leakage current without sacrificing active mode
the application behavior, activation of the idle mode, and circuit performance. The key to achieving this balance is
the underlying technology characteristics of the circuit. to place low¥; transistors only along the critical evaluation
We study both analytically and empirically (by deter- path as shown in Figure 2a, in which the shaded transis-
mining the effects on the performance and energy of ators are the slower high; devices. The leakage current
set of integer benchmarks) the benefits and costs of ag-of a dualy; domino circuit is asymmetric and depends on
gressively enabling the sleep mode at every opportunity the voltage level at the internal dynamic node. If either
(MaxSeep) relative to never enabling the sleep modé-( 1 or In 2 are low, the dynamic node will remain high. In
waysActive). These two extreme sleep mode managementthis state, the voltage across the high leakage transistors
policies,MaxSeep andAlwaysActive, are the two simplest N2, N3, as well asN4 results in a large subthreshold leak-
policies possible and provide bounds on the energy savingsage current. Alternatively, when both inputs and the clock
to which other sleep management methods should be com-are high, the dynamic node is discharged and the low leak-
pared. Our results show that with idle intervals as short age transistor®1, P2, andN5 are strongly cutoff. When
as ten cycles, thiaxSeep policy performs well across a  the dynamic node is discharged, the voltage drop is across
broad range of parameters. We also propose a circuit-basedhe high¥; devices, which act as high resistance switches,
scheme we calGradualSeep that blends the best behav- and not across the low; transistors. In this state, the static
iors of MaxSeep andAlwaysActive and reduces the energy  energy of the circuit is dramatically reduced.
impact of using thesleep mode for even smaller idle pe- Dual-V; domino circuits that incorporate a low leakage
riods. We show thaGradualSeep performs well across a  sleep mode do so by adding the ability to force the internal
wide range of conditions. The simpl&radualSeepdesign  nodes into the low leakage state. Many circuits incorporat-
achieves most of the potential energy savings, |nd|cat|nging a sleep mode have been proposed [1, 12, 13, 16]. For
that more complex control strategies may not be warranted.the purpose of this paper, the essential behavior of alethes
The rest of the paper is organized as follows. The low- circuits is similar. The differences are in the complexitga
leakage domino circuit and its behavior is described in Sec- energy overhead of the sleep mode function. For the ensu-
tion 2. A static energy model appropriate for architectural jng discussion, we select a circuit from [16] that is simple
energy studies of functional units is developed in Section 3 gnd incurs minimal energy overhead.

Our experimental methodology is described in Section 4. Tpe proposed method for incorporating the low leakage

The use of theleep mode to reduce overall energy in inte-  gjeep (idle) mode into a dual domino circuit is shown in

ger functional units is evaluated in Section 5. Related work gigyre 2p.” A high¥; transistor is added to discharge the

is discussed in Section 6. Finally, concluding remarks are dynamic node when th8leep signal is asserted, regardless

made in Section 7. of the input vector. Only the first stage in a sequence of

. . . . domino circuits requires this additional transistor. Asse

2 Low-leakage logic-based circuit design ing the Seep signal drives thedut signal high which turns
Dynamic domino logic gates are frequently used in crit- off the keeper and forces any subsequent domino gates to

ical paths within the functional units of high speed pro- evaluate to the low leakage state in a domino fashion. Not

cessors. The structures of a static CM@SD-gate with ~ shown is the standard gating of the clock wigbeep is as-

its counterpart implemented as dynamic domino logic are serted to disable the precharge phase. An important aspect

contrasted in Figures 1a and 1b. In static CMOS, the in- of this design is that the activation energy overhead of the

puts are loaded by both the PMOS and NMOS transistors. sleep transistor is negligible relative to the switchingreyy

In domino logic, the inputs have only the NMOS device of the gate, 0.14 versus 22.2J.

as a load and thus are inherently faster. The operation of The delay and energy parameters of an 8-ilqR{ORS)



Table 1. ORS8 gate characteristics (70 nm), V44 = 1.0V, V, = 100mV, Vi, = —120mV, Period=250 ps

In1

n2 ——————

Delay (ps) Energy (fJ)
Circuit Evaluation | Sleep [[ Dynamic (1 gate)] Vector LO Lkg | Vector HILkg [ Sleep
fow-V; 19.3 na 26.7 1.2 14 na
dualV;
no sleep mode 15.0 na 22.2 7.1E-4 1.4 na
dualV;
w/sleep mode 15.0 16.0° 22.2 7.1E-4 7.1E-4 0.14
* indicates sleep mode is enabled
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Figure 2. Low leakage domino AND-gates

domino gate in 7@mtechnology is compared in Table 1 for
low-V4, duald; without the sleep mode, and dugl-with

the sleep transistor. The parameters Bjg = 1.0V and

V:, = 0.10V. Since leakage energy in dugj-domino cir-
cuits depends on the state of the circu@gtor LO Lkgis the
input 10000000 which discharges the dynamic node to the
low leakage state, andector HI Lkg is the inputd0000000
which does not discharge the dynamic node. The keeper
maintains the dynamic node at the high voltage level, which
is also the high leakage state.

The lower gate overdrive of the higl-keeper transistor
in dual¥; domino circuits reduces the contention current
when switching the output and improves the propagation
delay and dynamic power characteristics as compared to



the low+; domino circuit. In the dual4 domino circuit,

the difference in leakage energy between itk Lkg and Wr
HI Lkg vectors is a factor of 2,000. Our method of incor- 12l ~
porating a sleep mode is not in the evaluation path of the Sleep mode alpha=0.1

gate so there is no impact on the propagation speed of the 0r

circuit. The sleep transistor is minimally sized and intro- Uncontrolled Idle

Energy (pJ)
©

duces negligible additional loading on the dynamic node of aphazo5
a domino gate. With the sleep mode capability, we can force 6 I
the internal state of all of the gates to the low leakage state a4t
drastically reducing the leakage energy regardless ofithe i ; )
i ; f 2 alpha=0.9
put vector. Enabling the sleep transistor, however, reguir e e 0D
some additional energy (0.13) which must be accounted P Zra— ‘ ‘ ‘
for. The delay in discharging the gate via the sleep tran- 0 ° IdI:tLeOIntervaI (Cljes) 20 %
sistor, 16ps, is comparable to the delay of the evaluation Figure 3. Uncontrolled idle versus sleep mode

phase, 1%s, so the circuit can transition to the sleep state

in one cycle. The measurements assume a 4 GHz clock.  pigh andgeep is not enabled). We refer to this latter case
The overhead of enabling the sleep mode depends uporygncontrolled idle. We compare the tradeoffs at three ac-
the state of the circuit from the previous evaluation phase. tivity levels,a = { 0.1, 0.5, 0.9 }. Results using only an
The contributors to the dynamic energy dissipated during yncontrolled idle Seep signal not asserted) are the straight
an evaluation are the circuits whose input vectors cause thgjpeg emanating from the origin. Plots of using the sleep
dynamic nodes to discharge. In a complex circuit such as ygde rise quickly then plateau.
an ALU, on average not all dynamic nodes will discharge  The graph shows that for a low activity factor there is a
during an evaluation cycle. Aactivity factor is the prob-  cqnsiderable expenditure of energy to transition to thegsle
ability that a domino logic gate will evaluate and place the mgde after which the additional energy is minimal. If the
dynamic node into a low voltage state at any given clock cy- circyit is not idle for at least 17 cycles then more energy is
cle. The average activity facton), therefore, determines sed than is saved by shifting to the low leakage sleep state.
the fraction of the dynamic nodes that are discharged dur-Tjs extra energy decreases as the activity factor incsease
ing each evaluation period, < a < 1. Activating the  gjnce more nodes enter the low leakage state during the pre-
sleep switch leaves the circuit in the same state as if the acjpys evaluation phase before the idle mode. Interestingly
tivity factor were 1.0 in the last evaluation; thus, actingt he time to break even is relatively insensitive across this
the sleep mode discharges the dynamic nodes of the rest 0}ange of activity factor. The reason is that as the activity
the gates in the circuit. This portion is tlie— ) fraction — f5ctor increases, both the sleep transition overhead and th

of the gates that were not discharged during the previousyncontrolled idle circuit leakage energy decrease at a simi
evaluation period before the sleep mode. To return to the 3¢ rate, roughly proportional to (1a).

active mode, the clock is again enabled and one precharge
phase readies the circuit for evaluation; thus, activadisn 3 Static energy model

occurs within a single clock cycle. A precise energy model depends heavily on the details

: of the logic design and the circuit design. General circuit
2.1 Tradeoffs between active ver sussleep modes methods to reduce static power include combining High-
Enabling the sleep mode reduces the static energy dis-devices (slow, low leakage) with loW; devices (fast, high
sipated, however, this mode is entered by discharging all leakage) and placing the high-transistors along the non-
of the dynamic nodes within the circuit that did not dis- critical paths throughout a functional unit. We develop a
charge in the evaluation phase. Thus, there is a tradeoffsimple energy model that is parameterized and can repre-
between the energy saved due to lower leakage current andent the energy characteristics across a wide range of logic
the additional energy expended in the next active cycle from and circuit designs at a level useful for architectural stud
precharging these dynamic nodes that would have remainedes. The model parameterizes the contribution of the low
charged had the sleep mode not been entered. The activieakage and high leakage transistors in the overall energy
ity factor o affects both the leakage energy and the en- dissipation of the circuit. This parameterization of thecfr
ergy overhead in transitioning to the sleep mode. As pre- tion of high leakage transistors abstracts the circuitigigsc
viously mentioned, activating the sleep mode is equivalent into a single primary parameter that can be varied.
to an evaluation with a maximum activity factoref= 1.0. The total energy of a circuit is shown in equation (1).
We approximate a generic functional unit (FU) by a circuit The total energy consists of the dynamic and leakage en-
consisting of 5000R8-gates arranged as 100 rows of five ergy during active cycles plus the leakage energy when the
cascaded domino circuits. The circuit contains the drivers circuit is idle. We divide the total run-time into three cate
that distribute theSeep signal throughout the FU and this  gories of operation. The cycles of actual computation are
energy is accounted for. The energy expenditure for this called active cycles and their number is denoted as.
circuit relative to the idle interval is shown in Figure 3.fTh  The cycles when the circuit is clock-gated (no computation)
plot compares the effects of enabling the sleep mode versusut the sleep mode is not enabled are calladontrolled
idling the circuit with clock gating only (the clock is gated idle cycles and denoted hy;;. Cycles when the circuit



is forced into the low-leakage state of the sleep mode are
calledsleep cycles and denoted by .

E;otal nA(aEA + (1 - D)ESI)
+ (naD +nyr) (eEs, + (1 — a)Es,)
+ Mz (1 —a) Ea+ Esieep)

+nz Es,

@)

The dynamic energy is the number of active cyales
times the maximum dynamic energy per cycley, pro-
rated by an activity factory, which is the fraction of the
internal dynamic nodes that are actually discharged during

the evaluation phase. Recall that the dynamic nodes are

precharged prior to evaluation. The precharged stateds als
the high leakage state of the circuit. If the clock has a duty
cycle (i.e., fraction of time the clock signal is high) b¥,

0 < D < 1, then the precharge portion {$ — D) of the
clock period. The leakage energy of every active cycle is
accounted for by prorating the per cycle high leakage en-
ergy,(1 — D)Es,. Also added is the leakage energy after
evaluation. This active mode leakage energy consists of two
components. The first energy componentis for the fraction
of nodesa that are placed into the low-leakage stdig,

(per cycle leakage energy with the internal dynamic node
discharged), in the normal operation of the circuit. The sec
ond component is the fraction of nodék — «) that are

not discharged (internal dynamic node is high) and have a
greater leakage energys, . In the active cycles we account
for this energy only for the portion of the clock period when
the clock is highn 4 D. For uncontrolled idle cycles where
gating the clock prevents precharge, we do not proigte

by the duty cycle. If the circuit is sometimes placed into the

sleep mode, we add the energy expended in transitioning

M times into the sleep state. This energy cost is the addi-
tional energy to precharge tlie¢ — «) nodes that would not
have been discharged if the circuit had not been forced into
the sleep mode. The per transition energy is tHusw) E 4.

Also included is the overhead of activating the sleep mode
transistors and distributing the sleep signal across the FU
Egieep. The final termis the static energy while in the sleep
state, i.e.all internal dynamic nodes have been discharged
and the gates dissipate an energyf for ny cycles.

Since we are using circuits based on dualdomino
logic, we can simplify (1). In dual4 circuits, the static
energyEs, is much less thatEs, [16]. We define a re-
lationship between the two &5, = s x Eg, wheres is
typically in the range 00.0001 < s < 0.01. Furthermore,

its leakage energy to its evaluation energy as the factor
This value ofp is lower for a single low¥; gate but greater
for a highd/ gate. Thus, the factgy abstracts the details
of the circuit into a single value that models the worst-case
leakage behavior relative to the dynamic enefyy. The
factorp becomes a key parameter that we vary to explore
the technology design space. Applying the above relation-
ships results in equation (2).

Elotal na(aEa+ (1 - D)pEa)
+ (naD +ny;) (aspEa + (1 — a)pEa)
+ Mz (1 — &) Ea + Esieep)

+nz spEa

)

In this architectural study we focus on the relative energy
between control policies. We can further simplify (2) by
normalizing to the active enerdy, asin (3).

Etotal na(a+ (1 —D)p)
+ (naD +nyr) (asp+ (1 — a)p)
%)
Ea

+ Mz (1—-a) +
@)

Equation (3) represents the total energy of a circuit in
terms of three factors: the technology, the control policy,
and the application. The technology defined parameters are
D, S, Egreep, andE 4. Together, the control policy and ap-
plication determine the active, uncontrolled idle, anckidl
timesn 4, nyr, andnyz, respectively. The application de-
termines the activity factas.

To give perspective to the magnitude of the technology
variables, we calculate the values for the circuit characte
ization described in Section 2 from the data listed in Ta-
ble 1. The maximum dynamic energy,, is 22.2fJ. The
ratio Eg—’A" is 0.006. The ratia of the static energy per
cycle in the low leakage state to that in the high leakage
state iss = 0.0005. The ratio of per cycle leakage en-
ergy to the dynamlc switching energy is the leakage fac-
torp = m = 0.062. Since (3) models the energy rela-
tive to £/4, the relatively small values of the other factors
means the leakage factehas the greatest impact. We note
here that from a similar circuit characterization by Heo and
Asanovic [10] we estimate from the data in the paper that
their implementation of a Hans-Carlson adder circuit in 70
nm technology has a leakage factor that is comparable to

+ nz sp

for a given technology, we can define the leakage energy asour result, betweef.036 < p < 0.056.

a fraction of the dynamic energy for a devides, = pE4
where(0 < p. To elaborate, for a single gate the facpds

the ratio of the maximum leakage energy expended to the
maximum energy for evaluation per time unit (1 cycle). For
circuits in a 130nm technology, the value will be small,

p < 0.01. This leakage factop is a versatile parameter.
Functional units may be designed using all domino logic or
a mix of dynamic domino logic and static logic. In the latter
case where there is a mix of loW-devices along the crit-
ical paths and high4 devices along the non-critical paths,
we can consider the circuit as a whole and use the ratio of

3.1 Analyss

The analytical model permits quick exploration of the
parameter space to find interesting regions that might not be
evident from simulating individual data points. We choose
values fors and E g, that are in agreement with the circuit
measurements but somewhat pessimistic (higher). Specifi-
cally, we sets = 0.001 and Egeep = 0.01 E4. We vary
the leakage factgy from 0 < p < 1to cover a broad range
of technology points that include relatively extreme psint
in terms of the energy contribution caused by subthreshold



leakage current. In some of the results we select specifictherefore, is an upper bound on energy savings for any con-
values forp. In these cases, we restrjcto be either 0.05  trol method. Formally, the energies for each of the strategi
(motivated by the values calculated from the circuit char- are defined in (6)-(8)E,, 4. Of (9) is the maximum dynamic
acterization) or 0.50 (a convenient number to demonstrateenergy that the circuit can expend by performing a calcula-
contrasting behavior). These two technology points act astion on every cycle assuming an activity factgrand .V is
representatives for two distinct behavior regions thatyas  the total number of cycles for the simulation. We normalize
shall see, require very different methods for reducingdeak the graphs td%,,,, as a useful baseline for the magnitude
age energy. Inthe rest of this paper, we assume a fixed clockof the energy differences. Here, we are exploring how the

duty cycle of 50% 0 = 0.50). relative energy costs vary across the parameter space.

. . . . . E Atwaysactive = Etotat(na,nur,0,0,a,p (6)
Breakeven idle interval. The break even idle interval is Alwagsdict toret (1, ot )
the length of time that a circuit must be idle in order that Erassicep = Etotat(na, 0,2, Mz, a, p) )
the energy saved in the sleep mode offsets the additional en-
ergy required for the transition. Let us parametefizg;,; ENooverhead = Etotar(na,0,n2,0, o, p) ®)
from (3) as Eiotai(na,nur,nz, Mz, a,p) and calculate

. : . . Eraz = Eiota N;OaOaO: ) 9

the break even point for a single idle interval. Thus, the o total @ p_) ©)
break even intervat, ;. is the interval that satisfies the fol- To limit the degrees of freedom, we link the four param-
lowing relationship: etersna, nyr, nz, andMz by a single parameter called a

usage factor (f4). We define this relationship as follows.
Bl 0.00) = B0 0 ) ) ASSUTING 8 Sulallon i ot of cyces, we defne
for the AlwaysActive policy in which we do nothing and
(1-a+ %) all idle cycles areuncontrolled idle cycles (there are no
- ©) sleep cycles)nyr = (1 — f4)N andnz = 0. Con-
) , . versely, in theMaxSeep policy, all idle cycles are sleep
In (4), the left-hand side represents the energy if the cir- cycles (there are nancontrolled idle cycles) sony; = 0
cuit is not placed into the sleep modg; = M, = 0, and andny = (1 — f4)N. We also definél/, as a function of
is left as uncontrolled idlep y; = niae Cycles. Theright- | 4 andi,g., the average idle interval duration. Recall
hand side of (4) is the energy required for a single transitio that 1/, is the number of times the circuit is placed into the
to the sleep model/z = 1 andnz = 14, 8SSUMING N0 sleep mode and determines how often the transition energy
uncontrolled idle cyclespy; = 0. We omit the simple  gyerhead is incurred. For a given average interval length

fhidle = p(l —a—s+as)

algebraic manipulations and give the solution Qg in fliare, the number of transitions to the sleep mode (in the
(5) and a graph of (5) is shown in Figure 4a (the curves for maxSeep policy) is M, = min(=24,n4) or, equivalently,
a = 0.1 anda = 0.5 are almost identical at this scale). The (1=f4)N Thidle

vertical line atp = 0.05 indicates where the near-term tech- Mz = min(~=7-=, faN). Themin function is neces-
nology point lies. The plot delineates the break even inter- sary because we must limit the number of transitions to be
vals across a range of leakage factgisfor three activity ~ no greater than the number of active cycles. This resrictio
levels,a = {0.1,0.5,0.9}. From the graph it is apparent €nsures tha_t every transition into the sleep mode implies at
that as leakage becomes a larger component of the energyeast one prior active cycle. The energy for NaOverhead

the break even interval decreases, approximately. as method is the same as fbtaxSeep if A/ = 0. The base
energyE,,.. is the energy of the functional unit if during
Modeling control strategies of the sleep mode. An ad- every cycle the unit performs a calculation, thug, = N

vantage of a mathematical model is that a model permitsandny; =nz; = Mz = 0.

exploration of the parameter space before any simulations The total energy for the three control strategies versus
are run. For this section, we explore three basic methodsthe leakage factas, for a fixed activity factor = 0.5, and

for controlling theSeep signal. These methods are distin- normalized toFE,,,, is plotted in Figure 4b with the idle
guished by being easily modeled and defining the boundaryinterval7i;4;,. = 10 cycles. The bottom three lines are for
cases of managing the sleep mode. The first metAbd, f4 = 0.10. The top three lines are fof4 = 0.90. The
waysActive, represents the case of doing nothing other than plots for MaxSeep and NoOverhead lie almost on top of
clock gating. We never enable the sleep mode so all idle each other. A similar plot is shown in Figure 4c but with
cycles areuncontrolled idle cycles and the circuit expends 7,4, = 100 cycles. Together, these plots show behavior at
greater leakage energy. The second metMaxSeep, ag- extremes of the usage factor and idle intervals (100 cycles
gressively enables the sleep mode whenever the circuit hadiappens to be a long idle interval).

no useful calculation to perform in the following cycle. The In Figure 4b, the lower grouping of three lines is for a
MaxSeep method incurs the maximum energy transition 10% usage factor. The lowest energy line is NaOver-
overhead. The third methobpOverhead, provides an up-  head policy. The slope is relatively flat since 90% of the
per bound on energy savings. This method is the same adime the circuit is in the low leakage sleep mode. Hhe
MaxS eep but we omit the energy overhead for transitioning waysActive line shows a sharp rise as the leakage factor in-
into the sleep mode. Thus, tiNo® Overhead strategy rep-  creases. The line for thiaxSeep policy runs parallel to
resents an unachievable lower bound on total energy andthat of theNoOverhead policy. The difference between the
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Figure 4. Exploring the parameter space ot the model

two lines is the energy overhead to place the circuit into the sleep mode depends on parameters for the technolggy (
low leakage state when tiseep signal is enabled. Atsmall  and the control policy/application behavior (embodied by
values ofp (low-leakage), théMaxSeep policy uses more  f4 andn;q. in the discussion). ThilaxSeep policy works
energy than thélwaysActive policy when the break even  well if the average idle interval is longer than the breakeve
interval is greater than 10 cycles (see Figure 4a). interval, npg < nq4, but the AlwaysActive policy per-
The relative behavior of the policies at the 90% usage forms better when the idle interval is short@yfy. < npg.
factor is similar but the differences are compressed. SinceA policy that selects the minimum energy between the two
all three policies have identical energy in the active phase options,min(E yassiceps E AtwaysActive ), 1S the best combi-
which accounts for 90% of the time, differentiation between nation of the two policies.
i poices can occuronly I he emaining 10% o120/ ere we propose a method that is a hybrd of he
With. the larger idle interval thMaxSleZedpl)epglicy is nearl3./ MaxSeep a_ndAIvyaysActwe control_schemes. By d|V|d_|ng
identical to theNo Overhead policy at the 10% usage level the circuit Into slices and staggering t&eep Qnable SI9-
The difference between Figures 4b and 4c is that in the [at-nal’ we can incrementally place the circuit into the sleep
mode and avoid the initial energy dissipation in the first

ter figure the transition energy is amortized over 100 cycles idle cycle as in theMaxSeep policy. This method also

0,
3:;;323;??;2#0%;%2 21552 41;ih\?vr\:vegr)gt Cis? 2;::?: 50 A)protects against excessive static energy consumption that
le — 1

meaning the circuit alternates between one active and on theAIwaysActive policy_would incur in th_e event O-f a long
sleep cycle to incur the maximum transition overhead e’|d_Ie interval. A block diagram of a circuit divided into four
: slices is shown in Figure 5a. The timing of tBkeep sig-
: nal is shown in Figure 5b. Th8eep signal feeds one end
32 The GradualSleep design of a shift register whose bits supply tisep signal to the
The brief exploration of the energy model space in Sec- different slices of the circuit. The AND gates ensure simul-
tion 3.1 showed that the preferred policy for managing the taneous re-activation of the circuit. All of the registetsbi



are simultaneously cleared upon de-assertion ofSthep

signal. While any level of granularity can be used, we as-

sume the number of slices matches the number of cycles in

the break even interval for the technologyz, so that ev- Sleep
ery cycleﬁ of the circuit enters the sleep mode. Using
fewer slices changes the curve faradual Seep to be more
similar to theMaxSeep behavior. Adding more slices re-
sults in a shift towards thalways Active behavior. We hide
assertion/deassertion of tBleep signal behind the register
read stage of the pipeline. The basic pipeline of the Al-
pha 21264 [15] is shown in Figure 6, as is a single, generic
Seep signal to one of the FUs. At the end of tihesue
stage the number of integer instructions to be executed is (a) Block diagram
known and the appropriate FUs are activated before the in-

structions reach thexecute stage. Since th8eep signal is

staged and is not along a critical path, the shift register an bk oWy,
AND gates can be constructed from slower, highransis-

tors with very low subthreshold leakage current. We do not Sleep 1 1

Functional Unit

Sleep 1

Slice 1

Slice 2

Slice 3

Slice 4

include the small additional dynamic energy in the analysis

The energy costs of transitioning to the sleep mode for Sleep 2
the three policies is compared in Figure 5c. We jset 1
0.05 for reasons discussed in Section 3.1 and arbitrarily set Sleeps | —
a = 0.50 and the usage factof4 = 0.5. The relative Sleep 4 1
shape of the curves is consistent regardless of the parame- - L
ter values. ThéradualSeep policy saves energy over the
MaxSeep policy when the idle interval is short and is bet-
ter than theAlwaysActive policy when the interval is long.
Near the break even point ti&adual Seep policy expends
more energy than the other two policies. Thdual Seep
design acts as a hedge against the pathological case of short
alternating active and idle intervals as highlighted in-Fig
ure 4b of Section 3.1. The results described in Section 5
show that theGradual Seep policy successfully avoids the
extremes of the other two policies.
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4 Experimental methodology

We use the Simplescalar simulator [5] to verify the pre-
ceding analytical analysis in Section 3. The processor is 0 20 20 60 2 100
modeled after the Alpha 21264 and the configuration pa- tdle Interval (cycles)
rameters are given in Table 2. We have modified the sim-
ulator to have individual structures for the reorder byffer

(c) Energy to transition to the sleep mode

integer queue, floating point queue, and load store queue as Figure 5. The Gradual Sleep design

in the Alpha 21264. We restrict the study to the integer units

since integer operations are generally the dominant type of 0o 1 2 3 4 5 6
instructions executed, thus, these functional units ase-he | Fetch | Rename| lIssue | Reg ReddExecute| Memory
ily utilized. The integer benchmarks are listed in Table 3. >< Sleep

The goal of this study is to explore the potential for im-
proving energy efficiency with fine-grained control of stati
energy in large logic circuits. To ensure the results are not
inflated by excess resources that can be trivially put tquslee 09y is the assumption that some technique of profiling [19]
we limit the number of functional units. Our processor con- Or compiler analysis [18] can be used to identify when func-
figuration supports a maximum of up to four integer func- tional units are not neededpriori. Such an analysis could
tional units. For each application, we determine the mini- be used to signal the run-time system that some functional
mum number of functional units required to achieve at least Units are unnecessary and can be disabled at the start of an
95% of the peak performance from using four functional application. The second to last column in Table 3 shows the
units. Restricting the number of functional units makes it number of integer units used for each benchmark in all of
more difficult for a control method to successfully exploit the simulations. The fourth column lists the maximum IPC
the sleep mode and, thus, makes differences between conwith four functional units, while the fifth column lists the
trol methods more meaningful. Implicit in this methodol- achieved IPC for a given number of functional units.

Figure 6. The Sleep signal timing



Table 2. Architectural Parameters Table 4. Parameter values for energy calculations

Fetch r?ueuc? 8 engles;c bimodal and 2-level ash [Parametgvalue |
Branch predictor comb. of bimodal and 2-level gshare; — et bon - =
: d A istribution from simulation data
blmodaI/Gsha_re Level 1/2 entries- . nys Distribution from simulation data
20486.1024 (h%t. 10t)" 409?8%':‘)%')’ resp- ny Distribution from simulation data
ombining pred. entries - ; S . .
RAS entries - 32; BTB - 4096 sets, 2-way My D|s;r|but|on from simulation data
Branch mispred. latency |10 cycles @ {8'02’ 828’ 0.75}
Fetch, decode, issue wid{# instructions p é 001 ¥
Reorder buffer 128 entries sESl , ’
Integer issue 32 entries .- |00
Floating point issue 32 entries
Physical integer regs 96 entries
Physical floating point re¢96 entries 0.6 ‘ : :
Load entries 32 entries 2 ég gg:g tg e
Store entries 32 entries °©
Instruction TLB 256 entry 4-way, 8K pages, 30 cycle miss f
Data TLB 512 entry 4-way, 8K pages, 30 cycle miss 2
Memory latency 80 cycles <
L1 I-cache 64 KB, 4-way, 64B line, 2 cycle £
L1 D-cache 64 KB, 4-way, 64B line, 2 cycle %
L2 unified 2 MB 8-way, 128B line, 12 cycle e
k]
Table 3. Benchmarks 8
[App] Suite | Instr. Window [Max IPC] IPC [FUS .
0 ‘ ‘ ‘ ‘ ‘ ‘

healtH  Olden 80M-140M 0.560 [0.554
mst Olden |entire pgm 14M 1.748 |1.748
gcc | SPEC95 INT 1650M-1750M| 1.622 (1.619
gzip |[SPEC2K INT 2000M-2050M| 2.120 |2.12Q
mcf |SPEC2K INT| 1000M-1050M| 0.523 |0.503
parsefSPEC2K INT 2000M-2100M| 1.692 |1.692
twolf [SPEC2K INT 1000M-1100M| 1.542 |1.475
vortex SPEC2K INT| 2000M-2100M| 2.387 |2.387
vpr |SPEC2K INT 2000M-2100M| 1.481 (1.43]

1 4 16 64 256 1024 4096 16384
Idle Interval (cycles)

Figure 7. Distribution of idle intervals
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total idle time accumulated at the 8192 cycle marker, hence,
the short but sharp step at the right of the graph. The graph
In the simulations, we allocate operations to the set of shows t.hat across the suite of benchmarks, any given integer
functional units in round robin fashion and record precise ALU is idle 46.8% of the time when the L2 access latency
statistics on the idle times for each functional unit. From 1S 12 cycles. Furthermore, nearly all of the idle intervals
this data, we calculate the total energy used by each func-@'€ shorter than 128 cycles and a large fraction, 75%, occur
tional unit by summing the energies for active cycles, un- within the L2 access latency time. To highlight the influ-
controlled idle cycles, and sleep mode cycles as given in €NC€ that the L2 access Iatgnc_y has on t_he distribution, also
equation (3). The total energy of the integer unit is the sum plotted is the idle mte_rval distribution using a 32 cycle L2
of the energies of the individual functional units. Valugés o 2ccess latency. The increased overall idle time reflects the
the equation parameters are listed in Table 4. additional time to access the L2 cache. As demonstrated
We present results for three values of the activity factor, In Figure 7, extremely large idle intervals are rare and-rela
a = {0.25,0.50,0.75}. Since values in the integer units are  tiVély shortintervals are common.
dominated by either zeros or ones [4], we expect the final  The relative energies of the three policies presented in
state after evaluation of the domino gates in the functional Section 3 are compared in Figure 8. The energy is nor-
units to also be biased to either the high leakage state or themalized to the energy that would be expended if the circuit
low leakage state depending on the bias. A low activity fac- performs a calculation every cycle, i.e., there are no igle ¢
tor (o < 0.50) corresponds to a bias of the input values that cles (F,,., of Section 3). The results for a circuit with a
leaves the majority of the domino gates in the high leakage subthreshold leakage factor pf= 0.05 are shown in Fig-
state. Conversely, a high activity facter & 0.50) sets the ure 8a. The applications are listed below with the number

majority of gates to the low leakage state. of functional units. In each grouping of bars, the first bar is
the MaxSeep policy that enables th8eep signal at a func-
5 Results tional unit as soon as there is an idle cycle for that unit.

The distribution of idle intervals across the benchmarks Multiple functional units are managed independently. The
is plotted in Figure 7. The x-axis islag, scale in cycles of  second bar is th&radualSeep design that incrementally
the length of the idle interval and the y-axis is the fraction places a circuit into the sleep mode. The third bar in the
of the total time that the ALUs are idle. The data for each of grouping is theAlwaysActive policy which never enables
the functional units from the different applications arexco ~ the Seep signal. The fourth bar plots thdoOverhead pol-
bined as fractions to give the data equal weight regardfess o icy which represents in this study an unachievable lower
the instruction window size of the application. To improve bound for reducing static energy. For each policy, the pri-
readability, idle intervals longer than 8192 cycles hawe th mary bar represenis = 0.50. The small bar at the top



delineates the range for = 0.25 (the top) andy = 0.75
(the bottom). 10
Let us discuss only the primary bars when= 0.50.
From the bar chart, whep = 0.05, the MaxSeep policy
always uses more energy than the simpler (i.e., do nothing)
AlwaysActive policy, 8.3% more on average. The reason
is that at the lowep value the breakeven interval to recoup
the transition energy is significantly greater than theager
idle interval in this set of applications. ThdwaysActive
policy is within only 5.3% of the energy of théoOverhead o
method. Thus, at this technology point, there is no need
to enable the sleep mode. TkeeadualSeep design uses
slightly more energy than thalwaysActive policy, but is
within 2.0%. These conclusions hold when= 0.25 (« =

[ MaxSleep [l GradualSleep[ ] AlwaysActive[l] No Overhead

Normalized Energy (to 100% activity)

I

07gcc(2) gzip (4) health (2) mcf(2) mst(4) parser(4) twolf (3) vortex (4) vpr (3) Average

I

Application

0.75) except the differences increase (decrease). Recall that @p = 0.05
ata = 0.25, less of the domino logic gates end up in the
low leakage state from the evaluation so transitioning ¢o th o e [ Amaysaciive [l No Overhead

sleep mode discharges more energy than whea 0.50. 1o
The converse is true far = 0.75.

The results are considerably different when the technol-
ogy involves high leakage transistors. The same plot is
shown but for a relatively high leakage facioe= 0.50 in
Figure 8b. The greater subthreshold leakage current short-
ens the breakeven interval (recall Figure 4a) such that the
MaxSeep policy is always more energy efficient than the

Normalized Energy (to 100% activity)

AlwaysActive policy, saving an average of 19.2% at= 01

0.50. This savings represents 70.4% of the maximum pPo- o)™ g @ heain@) mef(3) Mot  parser @) Wl (@) vortox (4) vpr (&) Average
tential bounded by thBloOverhead policy. The remaining Applcation

29.6% difference represents the overhead to transitidreto t

sleep mode and can be reduced by decreasing the number (b)p = 0.50

of these transitions, possibly with a policy that schedules

operations on the functional units. Notice that @radual- Figure 8. Comparing MaxSleep, GradualSleep, Al-
Seep design performs about as well as MaxSeep policy waysActive, and NoOverhead policies

and even slightly better on three applicatiopatser, vor-
tex, andvpr. Averaged across the benchmark sueadu-
alSeep is essentially identical to thielaxSeep policy (the GradualSeep policy will still perform well as a design is
difference is negligible). Here, again, the differences in scaled in the same circuit technology or implemented in a
crease forx = 0.25 and decrease far = 0.75. different technology having a different value far

The energy of each of the three policies relative to the =~ The problem of leakage energy is often reported as the
energy of theNoOverhead policy across the range of values fraction of the total energy due to leakage. This view of the
0 < p < 1lis plotted in Figure 9a. We do not show the datais plotted in Figure 9b. At= 0.05, the leakage energy
results for the individual benchmarks, only the average. Fo is 13% of the total energy for th&lwaysActive policy, but
each data point, we calculate the average of the relative enincreases to 60% at= 0.50.
ergies for the benchmark suite. This plot shows the relative  The results shown in Figure 9b are best appreciated in
behavior of each policy across the technology space. Thethe context of the processor as a whole. Borkar [3] indi-
technology points op = 0.05 andp = 0.50 used to gener-  cates that at 76m dimensions and beyong ¢ 0.05, ap-
ate the results illustrated in Figures 8a and 8b are markedproximately), leakage will comprise 30% or more of the
on the graph. As described before, when the leakage energyotal power. Our results showing only 13%at= 0.05 do
of the circuit is small theA\lwaysActive policy outperforms not conflict with this conclusion for the following reasons.
the MaxSeep policy, but the reverse is true when the leak- The primary factor producing the lower than projected frac-
age energy becomes large. T@eadual Seep design, how- tion of leakage energy is our methodology of eliminating
ever, exhibits well behavior across the complete technol- unnecessary functional units that would contribute signifi
ogy range, and performs better near the breakeven point forcantly to leakage but not to dynamic energy. For example,
the distribution of idle intervals of the benchmarks. Thus, in our simulationancf utilizes only 31% of the two func-
the ability to blend both policies has little negative impac tional units and the fraction of leakage energy is 15%. The
and can actually improve the overall energy efficiency when fraction increases to 25% for a microarchitecture with four
the distribution of idle times centers around the breakeven functional units. Second, we do notinclude the non-interge
point. The fact that th&radual Seep design avoids the ex-  functional units in our analysis because they are mosty idl
treme behaviors of the other two policies means that the in this benchmark suite (and, thus, trivially controlled).
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Figure 9. Averaged simulation results

the integer benchmarks, these non-integer functionas unit
add disproportionately to the leakage portion of the tatal e
ergy. This effect would further increase the overall frati
of leakage energy relative to the total energy.

Depicted in Figure 9b is the plot for thdo Overhead
policy. This policy represents a lower bound on the fraction

However, the energy model parameters can be adjusted to
reflect many other circuit techniques.

Heo and Asanovic [10] introduce the technique of con-
trolling the sleep mode of dudl; circuits for fine-grained
reduction of leakage energy. The focus is on the circuit it-
self and ends with an analysis of the breakeven interval for
an adder. We extend this work by introducing an analytical
energy model for a logic functional unit and perform a de-
tailed study on how to implement fine-grained control of the
sleep mode in heavily used functional units of a micropro-
cessor. Our results reveal the interdependencies among the
circuit technology, the application, and the control stgyt

Butts and Sohi [6] introduce a static energy model for es-
timating static power consumption early in the design pro-
cess at the architectural level. This static energy model
can be parameterized to provideady-state estimates of
various types of circuits, e.g., RAM cells, CAM cells, and
logic gates. To relate this work to our own, the Butts and
Sohi model is appropriate for estimating the parameter
and the leakage facter In contrast, our model is special-
ized for logic but estimates total energy of the functional
units, both dynamic and static, based on the behavior of the
application. The ability to consider the dynamic behavior
of a circuit is essential in analyzing the tradeoffs between
schemes that manage the sleep mode of the circuit.

Releet al. [18] use the compiler to identify when func-
tional units will be idle for long periods of time and can
be power gated, thus reducing the static power. The basis
of our study presumes a technique such as [18] has already
been applied. By limiting the number of functional units,
our study explores how to manage resources that are criti-
cal to performance and, consequently, have short idle times

Both Brooks and Martonosi [4] and Ghose al. [8]
demonstrate that many operands do not require the full
width of the datapath. To save dynamic energy, datapath
hardware detects these bytes and gates the logic from per-
forming unnecessary work. In the context of this paper, this
phenomenon might be able to be exploited in @radual -
Seep policy by placing the high order bytes to sleep initially
and upon re-activation only activate these bytes that are al
enabled by the datapath hardware.

Pyreddy and Tyson [17] use dual speed pipelines to save
dynamic energy by scheduling non-critical instructions on

of static energy since all the idle cycles are at the lowest the slow pipeline. A slow pipeline could have a higher
leakage state and there is no additional energy cost to tranthreshold voltage and lower leakage current. Off-loading

sition to that state. Thus, for this policy, the static eryasy
almost entirely due to leakage during computation cycles.

the non-critical instructions from the fast pipeline witl-i
crease the average idle duration in the fast pipeline. This

The active mode leakage energy is a significant fraction of strategy may offer additional opportunities to enable the
the overall leakage energy, and becomes the dominant fracsleep mode of the fast pipeline.

tion asp becomes larger. Circuit techniques are required to
reduce this portion of the leakage energy.

6 Rdated work

Dual-V; domino logic circuits with a sleep mode have
been proposed in [1, 10, 13, 16]. While all of these cir-

At the architectural level, the study of leakage reduction
has centered on the storage structures in the microproces-
sor. Yanget al. [20] gate the power supply voltage to the
L1 instruction cache RAM cells to turn off power to the
storage cells and essentially eliminate the leakage energy
The state of the cell is lost. Kaxiras al. [14] present a

cuits limit leakage energy by forcing the dynamic nodes control scheme that dynamically adjusts when to place the
into the low leakage state, the overhead of this sleep mech-cache lines into the sleep mode to minimize leakage energy.
anism varies. We selected the circuit from [16] because theFlautneret al. [7] propose arowsy cache design for the L1

technique has no delay penalty and a low energy overheaddata cache that maintains the cell state in the sleep mode



but at the cost of higher leakage energy than if power to [8] K. Ghose, D. Ponomarev, G. Kucuk, A. Flinders, P. M.

the cell were completely turned off. Their study concluded
that a simple control scheme sufficed to achieve most of

the energy savings. Hansehal. [9] compare these two

techniques and a third method in an extensive study that [9]

includes the L1 instruction cache, the L1 data cache, and
the L2 unified cache. Heet al. [11] take a novel approach

to reduce the static energy associated with the bitlines in a
RAM by simply tristating the drivers to the lines. The float-
ing bitlines settle naturally at the voltage level that mini

mizes the leakage energy.

7 Conclusion

In this study, we evaluate the circuit technology of dual-

V; domino logic along with thesleep mode as a promis-

(10]

(11]

ing technique for reducing subthreshold leakage energy at a12]

fine-grained time scale, from one to a few hundred cycles.

Taking the energy cost of entering the low-leakatpep

state into account, we introduce an analytical energy model[13]

to characterize the energy behavior of functional logi¢suni
at the architectural level. We use this model to character-

ize the interaction of the application with the technology [14]
as well as evaluate the effects on performance and energy
of a set of integer benchmarks as technology parameters

are varied. We show that the simpgBzadual Seep design

works well across a range of technology and application [15]

parameters by amortizing the energy cost of entering the
deep mode across several cycles. Our results indicate that
a more complex control strategy to determine when to enter

(16]

thedeep state may not be warranted and that the leakage en-

ergy lost during thective cycles of the functional units may
eventually become the dominant component of the overall

leakage energy.
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