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Abstract

WordNet is a lexical database that, among other thingsnges English nouns into a hierarchy ranked
by specificity, providing links between a more general wond &ords that are specializations of it. For
example, the word “mammal” is linked (transitively via som&rvening words) to “dog” and to “cat.” This
hierarchy bears some resemblance to the hierarchies of {gpeproperties, or predicates) often used in
artificial intelligence systems. However, WordNet was regigned for such uses, and is organized in a way
that makes it far from ideal for them. This report describesaitempts to arrive at a quantitative measure
of the quality of the information that can be extracted fromrtNet by interpreting it as a formal taxonomy,
and to design automatic techniques for improving the qublitfiltering out dubious assertions.
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WordNet [4] was designed as a dictionary and thesaurus foranuuse. It differs from classical dic-
tionaries and thesauri in that rather than being simply ghabetized list of self-contained entries, it is
richly cross-referenced with relationships that psyaigliistic research indicates are involved in the orga-
nization of the human mental lexicon. Of these relationshibe one with the most instances in WordNet
is the hyponymy relationship, which links a more specific dvfiryponym) like “cat” to a more general one
(hypernym) like “mammal.”

For a variety of reasons, researchers in artificial intelice and natural language processing have found
taxonomic concept hierarchies to be useful componentsedf dtomputational systems. The various tax-
onomies used in Al, while they differ in content, in generabé a standard form: they are trees or lattices,
in which the nodes represent predicates or properties, lntinks indicate subsumption relationships. It
is tempting to interpret WordNet's noun hierarchy in thispwsince it is a lattice structure whose nodes are
sets of synonymous nouns (nouns in natural language aretaken to express predicates or properties), and
whose links indicate a relationship expressed in Englisisas’ or “is a kind of,” which seems similar in fla-
vor to the subsumption relationship. Because it has thiflitamhooking structure, because it has such broad
coverage (some 94,000 nouns expressing some 66,000 urugoepts), and because it is hand-constructed
and therefore presumably of high quality compared to tardas collected by automatic clustering tech-
nigques €.g. [9, 3]), it is tempting to try to use WordNet as a source of taxmic knowledge for a logical
reasoning system.

The creators of WordNet did not have in mind a precise inttgtion of the kind typically used in the
knowledge representation field, and consequently inténgyét in such a precise way sometimes yields
incorrect information. In Section 2, we will list a numberfatctors that make a formal interpretation of
WordNet problematic, but in order to introduce the appra@&che taken in this paper, let us consider one
example. In WordNet, the words ‘gold’ and ‘noble metal’ an&éd by the same relationship that links ‘noble
metal’ with ‘metallic element,’ namely the hyponymy retaiship. According to the consensus in semantics,
in the sentence “Gold is a noble metal,” the word ‘gold’ namesndividual, the phrase ‘noble metal’ names
a set (or a property), and the sentence is an assertion thatdividual is a member of the set (or that the
individual instantiates the property). In the sentence %ble metal is a metallic element,” ‘noble metal’
and ‘metallic element’ both name sets (or properties), &edsentence is an assertion that the first set is a
subset of the second (or that instances of the first propegtalao instances of the second). A knowledge
representation useful for logical inference must diffé¢igr between the subset and membership relations,
because they have different entailments.

Nevertheless, since WordNet contains such a wealth ofrimdition, it may be useful to use dts if it
conformed to some more precise interpretation, as longeagatformance of the system using the informa-
tion degrades gracefully when given occasional incorrdorimation. A primary goal of the work described
in this paper was to measure the quality of the informati@t tan be obtained from WordNet in this way.
The intention was to define a precise interpretation of teusually used in computational knowledge rep-
resentations, and to measure by statistical sampling thygoption of assertions in WordNet that are false
under that strict interpretation. This proportion couldritbe used as the degree of confidence that a system
places in information extracted from WordNet. As a secondagl, we hoped to find ways of improving this
proportion by automatically identifying assertions the kkely to be false under the imposed interpretation.
Work towards the first goal could feed into the second: in ttee@ss of sampling and evaluating the truth of
assertions from WordNet, we would begin to understand theswawhich WordNet tends to deviate from
the interpretation we had imposed, and we would also beingeatcorpus of labeled instances that might be
useful as training data for a classifier that could autoraliyiedentify assertions likely to be false under the
imposed interpretation.

The first step in this proposed course of research, therefangld be to fix a precise interpretation that
could be imposed on WordNet. We originally assumed thatwloisld be trivial, but it turned out to be one
of the primary problems, and one which we still have not stlve

Imposing a precise interpretation on WordNet includes tulopsoblems. The first, which is easily ac-
complished, is to define a semantics for the representafitis.means specifying what sort of object a node



in the hierarchy represents, and defining what it means fornades to be connected by a (directed) link.
Our solution is a rather standard one: we stipulate that eadh represents a predicate, and that a link means
that the predicat® represented by the upper node subsumes the predjcapresented by the lower node,
i.e. thatVaQ(x) — P(z). The second part of defining an interpretation for the himais to identify the
particular set that each node represents. For some nodsis, itiore difficult than we anticipated, and when-
ever we are unable to identify the set represented by a noglarevaccordingly unable to evaluate the truth
or falsity of a link connecting that node to another. For eglanwhile it is clear that ‘metallic element’ and
‘noble metal’ name properties such that the first subsumeesehond, and that ‘noble metal’ and ‘gold’ do
not name properties that stand in this relation, it is lesarolvhether this relationship holds between ‘feeling’
and ‘calmness,’ or between ‘abstraction’ and ‘attributge have gradually built a set of rules for identifying
the denotation of a WordNet node, but at present we stillifeatly come across nodes whose denotation
is not sufficiently constrained by those rules. Conseqygwtien sampling WordNet assertions to measure
the proportion that are true under the interpretation weslianposed, we frequently have difficulty deciding
whether a given assertion is true or not. This difficulty féeeted in low inter-annotator agreement scores.

Therefore, we have made only limited progress towards thegoy goal—we can make only a rather
rough estimate of the proportion of assertions that are tNevertheless, it still seems that some progress
towards the second goal may be possible. While there are assgrtions whose truth or falsity is difficult
to determine, there are also many that are clearly true amy that are clearly false. We have, as hoped,
identified some regularities among the false assertiomshane begun to demonstrate that some instances of
systematic problems can be picked out automatically.

So on the one hand, we have arrived at an interpretation ofiMé&trunder which many of the assertions
are clearly true, and some are clearly false, and we believeam make progress in automatically detecting
the false ones; but on the other hand, so many of the assedr@mot clearly true or false that automatic
detection of clearly false assertions might not make a eabite difference in the overall quality of the
knowledge source. It seems that a change of focus might belér.o

This paper will proceed as follows. In Section 1, we will @abis work in perspective by describing
a sample of related work in two areas: the design of computatisystems in which WordNet is used as a
knowledge source, and proposals for redesign or modificatidVordNet to make it more useful for such
purposes. In Section 2, we characterize the ways in whicteele/flordNet differs from an ideal taxonomy for
a symbolic inference system. In Section 3, we will discussesyperiments in fixing a precise interpretation
for WordNet and evaluating the quality of the informatiortraxted thereby. In Section 4, we cover our
preliminary work in detecting instances of systematic exr&inally, in Section 5 we draw some conclusions
from the observations we have made, and indicate where this may lead.

1 Related Work

Despite its failings, WordNet is used very widely. To borrawhrase from Churchill, it is the worst ontology
devised by the wit of man, except for all the others. Whatéaelts it may have, its coverage exceeds that
of most similar resources by two orders of magnitude, arsifiieiely available without licensing restrictions.
Consequently, it has been used in many computational apiolits. A bibliography of WordNet-related work
on the web currently lists some 200 papers, and it is undoubtedly fanfcomplete.

WordNet is useful for statistical language processing bseit allows abstraction. When statistics about
individual words are unreliable because of the sparserfedata in the training corpus, these statistics can
be aggregated by abstracting up the taxonomic hierarclignthe often-valid assumption that semantically
similar words occur in similar contexts. Resnik [14] has @lsome foundational work in this area.

Such statistical techniques are generally used for tasits &8 syntactic disambiguation. Harabagiu and
Moldovan have described applications for WordNet, or maeeigely for an enriched version of WordNet
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they have built by automatically creating additional lirdessed on information found in nodes’ glosses, that
involve more high-level reasoning. For example, in [8]ythdescribe marker-propagation inference methods
for establishing discourse coherence by discovering tit@onnections between succeeding sentences.

The success of such applications indicates that WordNetctm@ain useful taxonomic information. Nev-
ertheless, many authors have discussed what they view asiflats organization. Pustejovsky’s “generative
lexicon” research program [12] is based on the recognitiam ¢ach word can express a variety, perhaps an
infinity, of different meanings in different contexts, amatit is impossible to enumerate all of these possible
senses independently of context, as WordNet attempts t®dstejovsky argues that a lexical entry should
provide, rather than a single sense of a word, the informat&cessary to derive the sense that a word will
take on in any given context. In [13], he proposes some polesifor structuring lexical hierarchies; no
broad-coverage lexicon has yet been built according teethdaciples, but one has the sense that if it were,
it would be more regular and consistent, and therefore magpeogriate for use in an inference system, than
WordNet.

The work of Guarino and his various co-authors [7, 5], likatthf Pustejovsky in [13], is concerned with
defining principles and methodology that could be used tettaot an ideal (or at least a better) taxonomy.
In [5], they examine the WordNet noun taxonomy in light of @wnciples they have developed, thereby
producing a rather comprehensive analysis of the rangestésatic ambiguity and imprecision, or at least
deviation from the usual semantics of taxonomies, that Wetaontains. In [10], one of us has presented a
critique of the axioms by which Guariret al. define the meta-properties (properties of properties)uaehin
their proposed constraints on taxonomies. While there ateveer of technical flaws in their mathematical
development, the underlying intuitions may be sound, andynudi the observations about WordNet made
in [5] (a preprint of which has just been made available as witewthis) coincide with our own and with
those of Pustejovsky [13]. Our discussion in Section 2 oftmantics of WordNet's hyponymy relationship
reiterates some of the main points of Gangeitral’s recent paper, but we add a quantitative analysis of the
prevalence of the problems discussed, and we take issusavite parts of their analysis.

In[5], six top-level ontological categories are definedemis of Guarinet al.'s primitive meta-properties.
Then, various subtrees of the WordNet hierarchy rooted desiin the first, second, and third levels are at-
tached by subsumption links to each of the six categoriesltirg in a new taxonomy with the same coverage
as the original WordNet, but with a top-level structure ttatforms to Guarinet al’s principles. A similar
approach was taken in building the SENSUS ontology, which evaated by attaching subtrees of WordNet
to nodes in the PENMAN upper model [1], a relatively smalldaamy designed according to principles of
systemic functional linguistics.At first, we found rearranging the top levels of WordNet to beattractive
idea, because WordNet’s high-level nodes tend to represenute, abstract concepts whose precise mean-
ings are hard to pin down from just the synonyms and briefsgiegrovided, while concepts lower in the
hierarchy tend to be more concrete ones whose intended nieanclear. Perhaps the hope is that since
the concepts in the lower levels of the hierarchy are redgtigoncrete and easily understood, the builders of
WordNet might have ended up with a structure that confornosigs favorite formal ontological theory, even
if they didn’t have such a theory explicitly in mind, so thatmerely rearranging the very highest levels of
WordNet, one can create a taxonomy with WordNet's broadramesthat conforms to one’s ontological the-
ory. Unfortunately, having examined these modified WordNetir conclusion is that the rearrangement was
too coarse-grained to effect any significant improvemettiéntaxonomy. Instances of the various problems
we will discuss in Section 2 still occur frequently. Gangesnal. state that their top-level reorganization
of WordNet is just the first step, the ultimate goal being tarrange the entire WordNet according to their
ontological principles. This is certainly a worthwhile exador, but one that will take almost as much effort
as the construction of the original WordNet.

2The SENSUS ontology was developed by Kevin Knight, EduarehyHand Richard Whitney. To our knowledge, there is no
published paper describing this rearrangement of Worddletdrge it with the PENMAN upper model. For some time the aypl
could be browsed on the web at http://mozart.isi.edu:8#098us/sensusame.html, but at last check that page was not working. [11]
describes how WordNet was merged with the Longman DictippaContemporary English and various other lexical resesirbut the
results of that work have never been publicly available bseaf licensing restrictions.



2 Problems with WordNet's Semantics

In order to explain why we find elements of WordNet’s orgatimaobjectionable, let us sketch how we
envision a taxonomic hierarchy being used in a languageegsicg system, and then look at the ways in
which WordNet is incompatible with such a use.

The sort of application we have in mind is one in which sengsraf natural language are translated into
sentences of a logic, and then an inference engine uses ltgisal sentences, plus a base of previously
obtained commonsense world knowledge expressed in thelsgingto perform some task such as execut-
ing a user’s request, answering a question, or discovempijdit relationships between entities in a text.
Taxonomic information would be one important part of the coonsense knowledge base, in part because it
makes possible more efficient storage of other sorts of im&bion. For example, if the commonsense knowl-
edge base contains the information that mammals are wasodbt, and that dogs, cattc. are mammals,
then it can infer that dogs are warm-blooded, and that caterarm-bloodedetc. as needed, without storing
each of these facts explicitly.

Taxonomic information, in this context, consists of adeed of the formVzP(z) — Q(z). A set of
such assertions can also be expressed as a directed gragie, v nodes correspond to predicates of the
logic, and in which the universal implicatiofx P(z) — Q(xz) is expressed as a link frofM to ). This graph
is useful because it lends itself to efficient inference téghes, but it is merely another way of expressing
information that can also be expressed in the logic.

The predicates of the logic correspond to open-class wardsns, verbs, adjectives, adverbs) in the
natural language. More specifically, there is a predicaedhrresponds to each lexical entry, so that for a
polysemous word like ‘bank,” which can refer (at least) tafinial institutions and to the sides of rivers, there
would be (at least) two predicates, dagnk1 andbank2. Part of the system’s task when translating from
natural language to logical form is resolving lexical amliig by associating each word with a predicate.
The system’s vocabulary of predicates will inevitably bedmplete; we will not specify how the system
handles such cases, but simply concentrate on what happemsitis able to translate each word token with
a known predicate, and therefore associate each with a ndtle taxonomy.

We first examine how the semantics of WordNet’'s hyponymytieiahip compares to the subsumption
relationship of our ideal taxonomy, and then consider soneblpms in identifying the denotation of the
nodes themselves.

2.1 Semantics of Hyponymy

A link in the sort of hierarchy we have just described meaia dvery member of one class is a member
of the other. The intended meaning of a hyponymy link in Weetll$ not so well-defined. The creators of
WordNet state that is a hyponym of; “if native speakers of English accept sentences constidicien such
frames asAn z is a (kind of)y [4]. While this principle sounds similar to the formal retatship we have
described, we will now see that the hyponymy relation by WhidordNet is structured differs in important
ways from the subsumption relationship between predicates

Subsumption vs. Instantiation

As Gangemiet al. have noted [5], one readily apparent way in which WordNefedsf from a subsump-
tion hierarchy is that some of WordNet's nodes represerivididals, rather than predicates or properties,
as illustrated in the introduction with the example of ‘godd used in “Gold is a noble metal.” Using
WordNet in the most straightforward way as a source of tarund&nowledge would entail using its set of
nodes as a vocabulary of predicates, but with nodes liked'grd used here, this would be incorrect. The
English word ‘gold’canexpress a predicate, as in the sentence “I have some gold lmamg;” which, ig-
noring a number of subtleties irrelevant to the currentuison, could be translated into logical form as



Jx[goldl(x) A in —my — hand(x)]; but in “Gold is a noble metal,” it is a different sense of ‘dobeing
used, namely a sense that represents the element, goldjiaidural of which the predicate ‘noble metal’ is
being assertedioble — metal(gold2). (To stay within first-order logic and WordNet's sense-eeuative
approach, this would have to be represented by using diffesenbolsgol d1 andgol d2, as we have just
done. If one is willing to go beyond first-order logic, one eese a reification operator, such as the operator
K (for “kind”) in [16]. Then the predicative sense of the wordwld translate in logical form as a predicate
constangol d, and the individual sense would translate as the t€figol d) .)

WordNet contains many proper nouns, which are taken to septéndividuals in some semantic theories
and predicates in others. If one takes them to represemidhuils, then every occurrence of a proper name
in WordNet is a case of the problem we are discussing. If okestéhen to represent predicates, then they
don't violate our proposed semantics for the taxonomicdrigry, but nevertheless they are a special kind of
predicate that it would be useful to be able to differentfeden the others.

In a random sample of 200 hypernym/hyponym pairs, one of dggd that 37 of them (about 20%)
were related by instantiation rather than subsumptione@iviely speaking, these are not necessarily errors,
but merely indicate a difference between the semantics afdWet and the semantics of a subsumption
hierarchy. However, it is a long-understood and uncontsiaéprinciple of knowledge representation that
for the purposes of inference, the relationships of subsiempnd instantiation need to be kept distinct ([2] is
a classic paper on the subject). Therefore, for an infersystem to make use of the information in WordNet,
we need to augment each link with a label indicating whethesgresents subsumption or instantiation. In
Section 4 we discuss an effort to build a classifier that dieissatutomatically.

Inappropriate Use of Multiple Inheritance

WordNet allows a word to have multiple hypernyms; for exaenptaglet’ has the two hypernyms ‘eagle’
and ‘young bird.” This example is compatible with the sen@nof a subsumption hierarchy: every eaglet is
both an eagle and a young bird. However, as Guarino [6] andj&aiet al. [5] have pointed out, there are
many cases in WordNet where multiple inheritance is useddiwate something other than the conjunction
of two properties. For example, ‘fibrous tissue’ is a hyporgfrboth ‘animal tissue’ and ‘plant tissue, and
‘hoodoo’ (“a practitioner of voodoo”) is a hyponym of bothripst’ and ‘voodoo’ (the latter being a hyponym
of ‘religion’).

In a random sample of fifty nodes with multiple hypernyms, ohas judged that seven of them (about
15%) were attempts to express something other than subsumigytboth hypernyms.

2.2 Determining the Denotation of Individual Nodes

Knowing that WordNet's hyponymy relation was not as well defl as the predicate subsumption relation-
ship, our initial intention in this project was to sample eypym/hyponym pairs to determine what fraction of
such links would be false if interpreted as subsumptiontigaiahips, and to develop heuristics for identifying
such links. However, such a judgment can only be made if ondic identify the intended meaning of the
hypernym and hyponym nodes, and we found that to be difficatenfrequently than we expected. In fact,
the number of links whose truth we couldn’t confidently detigre is at least as large as the number of links
we judged clearly incorrect.

There are three sources of information that contribute terd@ning the meaning of a node. First, there
are the words themselves. Each node consists of a “synsegt af one or more words or multi-word
compounds which are asserted to be synonymous, or moresghedo have a sense in common. Second,
each node has a brief gloss that can further constrain tha@inggaor can indicate the difference between
various senses of the same word. Finally, there is the npadsiion in WordNet as a whole—its direct and
transitive connections to other nodes. This third souragdarly important, but for our purposes we can
only use it in a limited way, since our goal is to measure thialdity of those very connections. We will



now describe some of the situations in which these threecesiwof information fail to determine a unique
denotation with enough precision to make subsumption juetgm

Confounding of Senses

Even though WordNet does incorporate the understanding #iagle word may have many senses, and even
makes rather fine distinctions in some cases, there are nageg evhere it seems that two or more intuitively
distinct senses have been confounded in a single node. Hikegit difficult to determine whether a given
hyponymy link is true subsumption or not, since it may be ien one possible meaning of a node but
false given another.

For example, take the node for sense 1 of the word ‘hair. Tbide is a hyponym of ‘body covering’
and a hypernym of the nodes ‘hairball, ‘mane, ‘mustaclamd ‘eyebrow,” among others, and its gloss is
“any of the cylindrical filaments characteristically grawgi from the epidermis of a mammal and covering
the body or parts of it.” The gloss would seem to indicate thentable sense of the word ‘hair, as in “|
found a hair on my plate,” but the hypernym and hyponym linkggest the mass sense of the word, as in
“his hair was matted.” Single hairs, which are referred tah®yfirst sense, have entirely different properties
than collections of many hairs, which are referred to by #@ad sense, so a concept in a knowledge base
must represent only one or the other. In this case, the butkeoévidence points towards the mass sense, but
since that evidence comes from the hypernymy and hyponyrkg themselves, it is difficult to justify using
it in preference to the information from the gloss when diegjdvhether or not the hyponymy links are valid.
(There is also a separate question of whether a mustachexdonple, is identical with a quantity of hair,
or is a distinct individual that is merely composed of thaauwfiity of hair. We will not address this question
here; see [6].)

We showed earlier that there is evidence for taking the nmepmii ‘gold’ in WordNet to be an individual
rather than a predicate, because it has the hypernym ‘noblalimBut the same WordNet node happens
to have the hyponym ‘gold dust. The relationship betweeasldgand ‘gold dust’ is that of a subsuming
predicate to a subsumed one—every quantity of gold dustisatiy of gold—so in fact there is conflicting
evidence about the denotation of the node ‘gold.” This amibydras immediate consequences: the hyponymy
relationship is supposed to be transitive, but if it werentit would mean that gold dust is a noble metal, and
therefore an element, by two more transitive steps.

Ontological Obscurity

Whereas in the examples we have just seen, the meaning okasoderconstrainede. information about

its meaning from various sources conflicts, in other casesrtbaning is underconstraine,. there is not
enough information to identify the node’s intended denotat Consider the node ‘abstraction,” which has
the gloss “a general concept formed by extracting commoturfea from specific examples.” This node’s
hyponyms are ‘time, ‘space,’ ‘attribute, ‘relation, faount,” and ‘set.” Taking any of the hyponyms on its
own, one may be able to convince oneself that it is a preds#isumed by ‘abstraction,” although perhaps
not with great confidence; considering them all togethergifoup seems so heterogeneous that it is difficult
to accept that they are all siblings in a taxonomy, all sutsga of a single natural class. Gangetal.
attribute the heterogeneity of siblings that is evident inréiNet to the contrast between what they call
“types” and “roles,” two different kinds of properties. Wemain uncommitted for the moment about the
validity of that analysis; regardless of whether it is cotré seems that the problem is a lack of precision
in defining the meaning of the node ‘abstraction.” This sdringprecision is particularly prevalent in the
upper levels of the hierarchy, where rather abstract cdadegve been invented to try to collect more self-
evident lower-level concepts. It is difficult to identifydhintended meaning of many high-level nodes from
their words and glosses alone, and the heterogeneity aftitiponymy links only add to the confusion. An
explicit description of an ontological theory on which thiefarchy’s design was based would have been a
useful disambiguating tool.



As we will see in the next section, difficulty in identifyinye intended denotation of nodes turned out to
be such a common problem that we were unable to reach confjdantitative estimates of the proportion
of hyponymy links that represent true subsumption.

3 Measuring the Quality of Extracted Information

We evaluated some random samples to estimate the qualibedfitowledge in WordNet when interpreted
according to a formal semantics based on predicate subsampt

In the first experiment, one of us was presented a list of 2@@hym/hypernym pairs, generated as
follows: for each pair, the hyponym was chosen from all of Wet with a uniform distribution, and then
one of that node’s hypernyms was chosen, with a uniformildigton over the set of hypernyms. For each
of the two nodes, the annotator recorded whether or not hiel adentify a unique predicate that the node
expressed. He also recorded whether the predicate exgiegtiee hyponym was subsumed by the predicate
expressed by the hypernym. If he felt that one or both nodes wmbiguous, but there was a choice of
interpretations under which the hyponymy link expressdzssmption, he answered yes to this question. In
130 of the cases (65%), the answer to all three questionsyess ‘Of the 400 nodes, the answer about
whether the annotator could identify a unique predicaterpretation was ‘yes’ in 346 cases (85%).

Two problems became apparent in this first sample. Firstditebution of words was clearly not that
of ordinary text. Medical terms and plant and animal nameduding many Latin names of species, were
dramatically prevalent, and there were a number of othgrwecommon words in the sample. Second, while
the annotator answered ‘yes’ or ‘no’ to each question, theme a significant number of them on which he
was not confident of his answer, for reasons such as thosesaesdied in the previous section.

Of course, since we chose the words with a uniform distrdsutiver all of WordNet, their distribution
reflected the distribution of WordNet in general. Since & kary broad coverage, WordNet necessarily con-
tains many infrequent words—in faehostof its words are infrequent ones—and consequently our sampl
consisted mostly of infrequent words.

Since we wanted a measurement that would be likely to be a goedictor of the usefulness of the
knowledge for language processing tasks, and since we waeemed that the quality of the information
involving common words might differ from the average quativer all words, in the next experiment we
chose the sample of node pairs with a distribution biaseddxyuency, using the frequency counts provided
with WordNet. These counts are from a relatively small sakpus of fewer than 400,000 words, selected
from the Brown corpus. Half of the words in WordNet did not ocat all in the corpus; to make the chance
of those words occurring in the sample non-zero, we raiseid ticcurrence count to 0.1 for the purposes of
calculating sampling probabilities.

We also felt that it was important to have a number of concipta the upper levels of the hierarchy
in the sample, since they are likely to be used frequentipfierence applications. Many of the higher-level
concepts are artificial multi-word concepts that were auesed as abstractions of lower-level concepts, and
therefore do not occur in the corpus, and would have a low alsitity of occurring in the sample. We
considered using an adjusted frequency count equal to theo$a node’s actual frequency count plus the
adjusted counts of its children, but this made for too much bias towards the top levels. We settled on a
scheme in which a node’s adjusted frequency count is itsashctwnt plus the greatest adjusted count of its
hyponyms.

To address the problem of the annotator’s lack of confidemserne of the judgments, we devised a more
formal set of guidelines for the process. The instructioessammarized here:

e A proper noun expresses a predicate that is true of only dang.th

e Ifa common noun expresses a kind (an individual), then @ elgresses the predicate which is true of
individuals of that kind, and that predicate is the one tosider. For example, in “gold is an element,”
‘gold’ expresses a kind, but in “the gold in my fillings pickg tadio waves” it expresses a predicate.



e Deverbalnouns such as ‘running, ‘translation, and ‘gmance’ express predicates over actions/events/episodes
e The following schemata indicate a subsumption relatigmshi

— If zisaP, thenz is a@.
— If z is a quantity ofP, thenz is a quantity of).

— If z is aP event, then: is a@ event.
e These quantifiers may also be mixedy.an affirmative answer to
If 2 is a quantity ofP, thenz is a@Q
is evidence that Q subsumes P.

e The schemaP is aQ)” is notevidence thaf) subsumes’. For example, “gold is an element” is not
an assertion that if is a quantity of gold, them is an element; rather, it is an assertion that the kind
gold is an element.

e Glosses are to be taken only as secondary information. They suggest things of a different onto-
logical sort than the synonyms themselves; trust the symsngnd only use the gloss to help disam-
biguate.

In the second experiment, we generated a new set of 100 hgpbggernym pairs according to the
adjusted-frequency-biased distribution described abarmd each of us annotated that set. One annotator
answered ‘yes’ to all three questions 74 times, and the @thémes. While this would seem to be reasonable
agreement on the question of proportion, in fact our agre¢methe question of which links were the false
ones was rather poor. We had a kappa score of 0.38, with a 95%dence interval of between 0.14 and
0.623 This low agreement score coincided with our feeling that veestill lacked confidence in many
of the judgments. The increased preciseness of the annatatnuctions was offset by the fact that in the
frequency-biased sample, nodes from higher levels in #ratihy appeared more frequently, and as we have
discussed, ambiguous and imprecisely-defined nodes acewtrated in the upper levels.

The frequency-biased sample contains a lower proportitinks that are clearly instantiation rather than
subsumption. As reported in in Section 2, about 20% of tHeslin the uniformly distributed sample were of
this type, but only between 1% and 3% of the frequency-biaaetple were. We attribute this to the fact that
nodes representing individuals, or more precisely nodascdmonly be interpreted as individuals and not as
predicates, are usually leaf nodes, and so were much legsefnein the second sample, which was biased
towards higher-level nodes.

Since that experiment, we have continued refining the atworotales, in an effort to come closer to
defining an interpretation that assigns a clear truth vaweery link, but at this point we feel that they don't
yet provide enough guidance to make another experimenhwaile.

Annotator instructions necessarily limit the annotatetintion to local information. In other words,
although to identify the most appropriate interpretatiérih@ network it might be necessary to consider
all 66,000 nodes and their interrelationships, it isn’'ts@@able to instruct the annotator to do this, so we
have limited the information the annotator considers toligteof synsets and the gloss of a hyponym and
a hypernym. Perhaps we have been overly restrictive; it neathét we could increase the confidence and
consistency of judgments by presenting the annotator wiit af the hyponym'’s siblings, to provide extra
context.

3The kappa score compensates for the probability of agrésimpance, which is rather high if both annotators usualignan ‘yes;’
a kappa score of zero indicates no more agreement than wewdgpected by chance, and a score of one indicates perfesragnt.



4 Detecting Systematic Errors

We have seen that many of the links in WordNet don't reprepegdicate subsumption relationships, and
that there are a few systematic phenomena that account foy afahese non-subsumption links. We have
therefore considered the possibility of heuristics fooaudtically identifying non-subsumption links, so that
WordNet can be used with higher confidence as a source of éaxiearknowledge. Preliminary work on
automatically differentiating instantiation links fromlssumption links looks particularly promising.

The observation that makes heuristic detection of insdéinti links seem possible is that most of such
links fit one of two patterns: either the hyponym is a proparmassuming that one takes proper nouns to
representindividuals, which is contrary to the annotatstructions listed in Section 3, but probably desirable
as argued in Section 2.1), or it is a mass noun and the hypeisgnecount noun, for example ‘gold’ as a
hyponym of ‘rare metal. This pattern often indicates thad hyponym names a kind and the hypernym
names a predicate over kinds.

Proper nouns can be detected with high recall by simply logpkbr capitalization, but this feature alone
results in low precision, because WordNet contains manitaleged words which are derived from proper
nouns, but are not themselves proper nouns, for examplariAéa person from Asia), ‘Americana, ‘Eu-
ropeanization, ‘Dewar flask.” It should be possible to streut many of these derived common nouns
by morphological analysis, but we have not yet experimeteguantify how much the precision can be
improved.

There are a number of cues that can provide information alvbather a node represents a count or a
mass concept. One is morphology: certain suffixes almosty@vindicate a mass noue.g. -ness, -tion,
and -ing. Two other useful resources are the CE£ENd Alvey [15] lexical databases, which list for each
noun whether the word has a mass sense, and whether it hastssenge. The Alvey lexicon has entries for
23,492 nouns, and CELEX 29,264 nouns, with a total of 31, ¥i&ue nouns in their union. This combined
Alvey/CELEX database only overlaps WordNet by 23,748 nowisich means that it covers 25% of the
nouns in WordNet; however, since many WordNet nodes comtaitiple synonyms, these 23,748 words are
enough to cover at least one word in 46% of the nodes. Furthrermlvey and CELEX were built to contain
the most common English words, so in a frequency-biasedlgacoperage would be much higher.

The CELEX database can also help with morphological amalytsindicates the morphological structure
of polymorphemic words, which can help eliminate spurionalgses by which, for example, ‘thing’ would
be labeled a mass noun because it ends in -ing. For nounsatttabdcur in CELEX, such spurious analyses
could be reduced by looking for the postulated root in WordNe

A problem with all of these sources of information is thattpeovide information about words, not about
WordNet nodes. Many words have both mass and count sentsekifisMordNet, and word-based heuristics
can't distinguish which is which. As part of the SENSUS pobj@ mapping was created semi-automatically
between the Longman Dictionary of Contemporary English@QQ¥), which indicates for each defined word
sense whether it is mass or count, and WordNet [11]. This etergsource would be able to indicate, for
each WordNet node that was successfully mapped to an LDOGCE semse, whether it was mass or count.
Unfortunately, because of LDOCE's restrictive licensiggeeement, the SENSUS group is unable to make
this resource available to gs.

5 Conclusions and Future Work

We set out to measure the quality of the information in WordiNbBen viewed as a source of formally
interpretable taxonomic knowledge. From a uniformly digtred sample, we estimated that about 35% of

4Available from the Linguistic Data Consortium
5Richard Whitney, personal communication



WordNet's hyponymy links do not represent a subsumpticati@iship between two predicates. More than

half of those represent an instantiation relationship betwa predicate and an individual; there is reason to
believe that these instantiation links can be rather rilidbtected by heuristics that make use of morphology
and mass/count information from other lexical databases.

Our confidence in these numbers is limited by two factorsstFiwhen evaluating the sample to make
this estimate, the annotator felt that the questions he Wampting to answer were often ill-defined, and
second, the sample was dominated by very infrequent wonds $€2cond sample, we used a biasing scheme
by which the probability of a word sense appearing in the damfs proportional to its frequency in a
corpus, with some smoothing so that all words had non-zevoglility. The evaluation of the second sample
demonstrated two things. First, it showed that the propomif non-subsumption links, and of instantiation
links in particular, was affected by the move to a frequeb@sed sample. Second, in this sample we used
two independent annotators, and inter-annotator agreewess poor, indicating that the questions being
asked were still often ill-defined, despite work undertat@iowing the first experiment to make them more
precise.

The kind of subsumption information we have been lookingdas is useful for giving positive answers
to type inference questions.§. “if = is a dog, ist a mammal?”) and for inheritance of information down
the taxonomic hierarchy (“it is a dog, ist warm-blooded?”). Taxonomies also often include inforimmati
about exclusivity of their classes,g. that the classes ‘physical object’ and ‘abstraction’ asgaifit, which
can be used to give negative answers to questions like i¥ a dog, and, is an idea, is it possible that
x = y?” WordNet doesn't include exclusivity information, buttagally important exclusivity relationships
exist between some of its nodes (in a sample of 250 randohrdgen pairs of siblings, we judged 175 (70%)
to be mutually exclusive), so we intend to look into heucistior identifying exclusive pairs of nodes. In
particular, since sibling natural kinds tend to be mutuakglusive €.g.bird vs. mammal), while roles tend
not to be €.g.musicianvs. father), it would be useful to be able to distinguish these kimds of predicates.
Morphology is one cue that could be useful towards that eriflef@ntiating natural kinds from roles, would
also be of use in identifying links that are problematic adatg to Guarincet al’s framework, since natural
kinds and roles, as we describe them here, seem similar tothhacall types and roles, respectively.

There is more to WordNet than the network of nouns inducedhyhyponymy relationship. It also
includes other relationships between noung, the part-of relationship, as well as other parts of speech.
Similar techniques to those we have discussed here coulddxefor evaluating and eventually extracting
and using those other kinds of information.

An important question that is as yet unanswered is how welfreguency-biased sample approximates
the distribution of information that a real language preaes application would use. It seems clear that the
uniform distribution of our first sample is not the right tgito measure, since almost all of the words in the
sample were very infrequent ones; but our method of digirigisome of the frequency of hyponyms to their
hypernyms is admittedly somewhad hoc

Our evaluation was made without a particular applicatiaritie information in mind. A more task-based
evaluation might also be interesting. Given an applicati@i uses taxonomic knowledge and a corpus of
problem instances, we could (a) collect statistics on whéis of knowledge extracted from WordNet were
used in each instance, giving a more defensible basis fatahiition to be used in statistical sampling, and
(b) given information about the correct answers to the melihstances, use system performance as a metric
for the improvement gained by heuristic modifications of Wdet.

Besides providing a more well-founded basis for statittoalysis, a task-based evaluation would elim-
inate the problems that stem from our inability to agreeat#yi on the intended denotation of some nodes.
Evaluation would be by the pragmatic criterion of whetherexe of information leads to the right answer,
rather than a partly subjective evaluation of whether itug tunder some interpretation. We are ambivalent
about this prospect. Itis true that the task-based apptoastaluation would yield data that are more reliable
and more obviously relevant than the data we have been abl#dm so far. On the other hand, the approach
would mean giving up on one of the main attractions of the sylimlapproach to Al, namely the idea that
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a system’s internal representations can be interpretgtdehuman. If WordNet contains information that is

useful for some language processing task, then ultimatelyuld be possible to state what that information
is, by defining a formal interpretation of WordNet. This isatlive have been attempting to do, and we still
hope to make further progress in this direction.
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