Reconciling Sharp True/False Boundaries With Scalar Vagueness*

Alice I. Kyburg & Lenhart Schubert
University of Rochester

Abstract
The applicability of a vague scalar adjective to an object varies across speakers and contexts. In this paper, we argue that the semantical accounts of vagueness that do not address this variability are inadequate for accounting for truth value intuitions and the information conveyed by utterances. We offer, as a partial replacement, a pragmatic theory of assertability that takes for granted this variation and explains how utterances of sentences with vague scalar adjectives convey information. We propose two bivalent semantic theories of vagueness that bear different relationships to this pragmatic theory. These theories demonstrate that sharp true/false boundaries are reconcilable with scalar vagueness.

Vagueness: An Introduction to the Problem
A word is considered vague in natural language if it allows for borderline cases of applicability. Consider "bald". In a given context, if the number of hairs a man has growing on his head falls within a particular range, then a language user is strongly inclined to: (1) dissent from both the statement The man is bald and the statement The man is not bald, (2) assent to both statements, or, (3) neither dissent from nor assent to at least one of the statements. Similarly, in a given context, there is a range of heights corresponding to borderline applications of "tall", a range of colors corresponding to borderline applications of "red", and a number range such that a number of grains of sand in a pile that is within that range corresponds to a borderline applications of "heap". Verbs, adverbs, and most other parts of speech can have borderline applications as well.

Vagueness is prevalent throughout natural language dialogue for good reason. Vagueness is of use in cases where speakers find it most advantageous to their conversational goals not to convey the details of their knowledge, e.g., when being precise is too time consuming. It is also useful in cases where speakers are unable to be exact because of an absence of available information. People use vague words regularly in conversation and successfully communicate with sentences containing these words.

Recently, there have been accounts of vagueness proposed in the formal semantics literature that attempt to define truth-conditions for sentences containing vague scalar adjectives that are compatible with speakers' truth-value intuitions. These accounts include truth-value theories and supervaluation theories, both of which are founded on the assumption that if $F$ is a vague predicate, then there is (or could be) a uniquely referring name $a$ such that $Fa$ is neither true nor false. This provision is intended to account for the intuitions people have that some sentences of the form $X$ is $A$ are neither true nor false. In addition, each of these theories involves complex semantic maneuvering to ensure that the truth-values of complex expressions involving borderline cases conform to "philosophical" intuitions concerning logical relations. For example, supervaluation theories require that the semantic value of $Fa$ and $\neg Fa$ equals 0 (i.e., Falsity) for all vague and non-vague predicates $F$, and that the semantic value of $Fa$ or $\neg Fa$ equals 1 (i.e., Truth) for all vague and non-vague predicates $F$.

While these complex semantic theories conform to some strong and common intuitions that simpler semantic theories do not conform to, they fail to conform to other equally strong and common intuitions, namely, the "illogical" intuitions of ordinary speakers. In addition, these purely semantic theories are difficult to work into an account of the successful communication that occurs between discourse participants. They do not address the fact that there are at least two individuals involved in ordinary communication, and that these two individuals do not have precisely the same concep-
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tation of the applicability criteria for words exhibiting scalar vagueness. We propose a theory of assertability that accounts for some of the intuitions semanticists have attempted to account for and that takes for granted the differing applicability conditions a vague word can have for different dialogue participants and for a given dialogue participant in different instances. With this powerful pragmatic tool, the difficult problems with which the semantic theories of vagueness struggle are more easily addressed. We propose two bivalent semantic theories that work in conjunction with the pragmatic theory to account for these problems. The first semantics allows for considerable discrepancy between truth and assertability. It provides a somewhat unintuitive account of the truth-values of simple and complex sentences while the pragmatic theory provides an independent account of their assertability, from which it is assumed that common intuition is derived. The second semantics assumes a close tie between assertability and truth, and attributes seemingly "logical" truth-value judgments to delicate context dependencies of the applications of the relevant vague terms. The two semantic theories are offered as demonstrations that sharp true/false boundaries are reconcilable with scalar vagueness.

**Truth-Value and Supervaluation Theories**

In truth-value approaches to vagueness, the semantic evaluations of sentences are 0, 1, or one or more intermediate values. A truth-value that is not 0 or 1 is called indefinite. A common criticism of truth-value approaches is that no intuitive truth-value approach can respect all of the required logical relations and still be truth-functional. For example, to be truth-functional, if small*(x)* is true to the same degree as ¬red*(x)*, then red*(x) & small*(x) must have the same truth-value as red*(x) & ¬red*(x). It follows that either the truth-value of red*(x) & small*(x) is 0 whenever ¬red*(x) and small*(x) are true to the same intermediate degree, or red*(x) & ¬red*(x) has a truth-value other than 0.2

Although this criticism has wide appeal among semanticists, we disagree with one aspect of it. A semantics for natural language that assigns non-zero numeric truth-values to some utterances of sentences of the form *X is A and X is not A* is compatible with widely held truth-value intuitions. It is common practice for ordinary people to accept as true sentences of the form *X is A and X is not A* in the case where X is a borderline case of a thing that is A. For example, under many circumstances, a competent speaker would accept as true the sentence *Zeno is tall and Zeno is not tall* if Zeno's height is approximately 5'11". Nevertheless, if the intuitions corresponding to this practice are accepted as semantic data, truth-value accounts have another problem. In the case in which a truth-value account defines the truth-value of a conjunction to be compatible with a speaker's intuitions that a sentence of the form *X is A and X is not A* can be true, this definition is incompatible with the same speaker's intuitions concerning the truth-values of the conjuncts. A truth-value account requires that the truth-value of a conjunction be the minimum of the truth-values of its conjuncts. Yet, a competent speaker who accepts a conjunction of the above form as true holds the intuition that the truth-value of each of the conjuncts is less true than the conjuction, or even false. *Zeno is tall and Zeno is not tall* would each be judged to be less true than *Zeno is tall* and *Zeno is not tall* in cases where the conjunction were judged to be true.

Supervaluation theories were developed for natural language to address the problems that truth-value theories have with logical relations. In this approach, vagueness is understood as lack of specification. The truth-value of a sentence with a vague expression is derived from the truth-values corresponding to each possible way of totally eliminating the vagueness from that sentence. In an early theory proposed by Kamp, the truth-value of a sentence of the form *X is A* is undefined if some ways of fully precisifying the model include the referent of *X* in the extension of *A* and others include it in the extension of the negation of *A*. While the truth-value of a sentence of the form *X is A* is undefined in cases where the referent of *X* is a borderline case of the property corresponding to *A*, the truth-value of any sentence of the form *X is A and X is not A* is always false since there is never a fully precisified model that includes the referent of *X* in both the positive and negative extension of the predicate corresponding to *A*. Supervaluation theories support other logical relations as well.

Although the truth values assigned by supervaluation theories to complex sentences with logical relations conform to the intuitions of some speakers, they violate the intuitions of other speakers. In particular, since supervaluation theories are designed to assign truth values to complex sentences that support the logical relations, the truth values they assign violate the intuitions described above that conjunctions of contraries with vague scalar adjectives can be true. Thus, with respect to this set of "logical" intuitions, both truth value theories and supervaluation theories are unsatisfactory.
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These facts suggest that the complexity of these semantic theories does not lead to sufficient improvement in explanatory adequacy to justify it. We believe that a good approach to take in developing a semantic theory of vagueness is to consider what role the theory might play in a larger theory of communication. From a computational perspective, a theory of meaning that plays no role in a theory of communication is of little use. From a philosophical perspective, a theory of communication may provide clues to a philosophically sophisticated theory of meaning.

One relevant consideration for a theory of communication is whether or not competent speakers in a linguistic community rely on the assumption that other speakers judge words to be applicable (in virtue of their meaning) under exactly the same circumstances as they do. Although speakers may appear vague words applicable under identical circumstances, it is highly unlikely that individuals share precisely the same conceptions of the applicability criteria for words exhibiting scalar vagueness. Furthermore, speakers do not assume that they do. Consider what would be required for members of a linguistic community to acquire a completely uniform notion of the conditions under which someone would deem “bald” applicable to a man. Our visual judgements of hairiness are far too imprecise and dependent on lighting, visual angle, arrangement of the residual hair, etc., to ensure uniformity from speaker to speaker. Furthermore, if one were to assume that applicability criteria for vague words composed the truth-conditions of sentences corresponding vague predicates, then a speaker might have to resort to hair-counting to get agreement on the true/false boundary. Leaving a truth-value gap, as is posited by 3-valued approaches and supervaluation theories, does not help the situation. Instead of a sharp boundary, between truth and falsity, a gap requires that members of the linguistic community agree on two sharp boundaries: the boundary between truth and indefiniteness, and the boundary between indefiniteness and falsity. Matters are made still worse by having continuously variable truth values. In this case, for the community to share an identical applicability criterion for “bald”, it would have to agree on the degree of truth of “bald” for men with a hair on their head, for all n. Matters would be aggravated further if factors other than simply the number of hairs, e.g., scalp area, the distribution of hair, etc., needed to be taken into account.

What this suggests is that no amount of semantic maneuvering concerning the meanings of vague terms can eliminate the speaker-to-speaker variation in the applicability criteria for vague words or explain how people succeed in communicating using vague words. A theory of vagueness should take for granted the variability of applicability criteria and explain how utterances convey information despite it. Furthermore, if semantic maneuvering is not the answer, then it is reasonable to ask whether a simple semantics, such as one that posits the existence of sharp true-false boundaries, is reconcilable with an account of “conveyed information”. We believe that it is.

Belief Revision

The pragmatic account of vagueness we propose assumes that the context in which a sentence is uttered contains the information a speaker uses to derive assertability conditions for sentences containing vague words. Although there are many aspects of speaker and hearer cognition that play a role in a speaker’s decision to utter a particular sentence, the theory of assertability we propose considers only the speaker’s conception of lexical applicability conventions on a given occasion.

Informal Description

Suppose Muriel and Scott are sitting in the faculty lounge discussing the newly appointed faculty member, Zeno. Scott has met the man, but Muriel has not. Muriel has a wide range of expectations about what Zeno might be like. With respect to his height, Muriel positively believes that he cannot have a height outside of the range from 4’ to 8’. She has stronger expectations that his height lies in the range between 5’5” and 6’5” than that it lies in any other 12” range. She also has expectations concerning individual heights. She believes that the likelihood that his height is approximately 5’11” is the same as the likelihood that his height is approximately 6’1”. She believes that Zeno is most likely to be about 6’ tall.

When Muriel asks about Zeno, Scott begins a description of what Zeno looks like with an utterance of the sentence “Zeno is tall. Muriel assumes that Scott knows approximately what Zeno’s height is and that he is speaking sincerely. She also assumes that he is using the word “tall” approximately as she would use the word in this context. She would not deem “tall” applicable to a man whose height was less than 5’10”. She would deem “tall” applicable to a man whose height was greater than 6’1”. She is unsure of whether she would deem “tall” applicable to a man whose height is between 5’10” and 6’1”. Probably, she would not deem “tall” applicable to a man whose height is equal to or a little greater than 5’10”, and probably, she would deem “tall” applicable to a man whose height is equal to or a little less than 6’1”.

Because Muriel assumes Scott’s applicability conventions for “tall” are about the same as her own, the information conveyed to Muriel by his
utterance has predictable consequences on her expectations and beliefs about Zeno’s height. Since she assumes in this context that Scott would never deem “tall” applicable to a man whose height is under 5’10”, she infers that Zeno’s height is definitely greater than or equal to 5’10”. Also, since she thinks that there is a greater chance that Scott would deem “tall” applicable to a man who is approximately 6’1” than to a man who is approximately 5’11”, and since prior to Scott’s utterance her expectations of Zeno being either of these heights were equally strong, she infers from Scott’s utterance that the likelihood that Zeno is approximately 6’1” is greater than the likelihood that he is approximately 5’11”. Scott’s utterance is of absolutely no consequence to her prior belief that Zeno is definitely not taller than 8’.

Suppose that in the place of Zeno is tall, Scott had uttered the sentence Zeno is not tall. Given the same assumptions about Scott as above, that he knows approximately what Zeno’s height is and that he uses words in approximately the same way that Muriel does, the information that would have been conveyed to Muriel by the utterance of the negated sentence would have had clear consequences on her expectations and beliefs. Muriel would deem “not tall” applicable to a man in those cases where she would definitely not deem “tall” applicable to him, i.e., in cases where his height is less than 5’10”. Similarly, she would not deem “not tall” applicable to a man in those cases where she definitely would deem “tall” applicable to him, i.e., in cases where his height is greater than 6’1”. Probably she would deem “not tall” applicable to a man whose height is equal to or only a little greater than 5’10”, and probably, she would not deem “not tall” applicable to a man whose height is equal to or only a little less than 6’1”. Consequently, following the utterance, Muriel would have revised her original set of beliefs to include the belief that Zeno’s height is definitely less than 6’1”, and the belief that it is more likely that Zeno’s height is approximately 5’11” than that his height is approximately 6’1”. She would continue to believe that Zeno’s height is definitely not less than 4’.

Finally, suppose that in the place of Zeno is tall, Scott had uttered the sentence Zeno is tall and he’s not tall. Although one might expect Muriel to have found this utterance entirely incoherent, Muriel in fact would have had another common reaction. She would have inferred that Zeno is a borderline case of tall. If Muriel would have expected Scott to utter this conjunction only under the conditions that she herself might have uttered it. Muriel might have deemed “tall and not tall” applicable to a man in this context in the cases where the man’s height was not in a range where she would definitely deem “tall” applicable to him, and it was not in a range where she would definitely deem “not tall” applicable to him. That is, she might have deemed “tall and not tall” applicable to a man in this context only if his height were greater than 5’10” and less than 6’1”. Consequently, following Scott’s utterance of this sentence, Muriel would have revised her original beliefs to include the belief that Zeno’s height is definitely in the range between 5’10” and 6’1”.

These scenarios are examples of the sort of belief revision that results from normal everyday communication between speakers. Clearly, under normal circumstances, dialogue participants assume that they use their words in about the same way as those with whom they are engaged in dialogue. Hearers make this assumption when they revise their expectations and beliefs following an utterance. One might question whether a hearer really has a huge set of weighted beliefs and expectations concerning every attribute of every object she discusses. An important claim for this this theory is that, at the very least, there exists a pool of information available to a hearer from which she can produce these weighted beliefs and expectations. The information conveyed by an utterance modifies this pool of information, and, consequently, changes the hearer’s beliefs.

**Formal Description**

To formally describe the impact an utterance has on a hearer’s beliefs, we assume that corresponding to every scalar adjective spoken meaningfully in an utterance is a set of weighted conditional sentences that reflect the information the scalar adjective, as part of that utterance, conveys to the hearer. These sentences correspond to vague and non-vague aspects of a vague scalar adjective. They reflect the hearer’s conception of the probability that the speaker would deem a particular word applicable to an object given that the speaker believed the object to have a particular measure of the attribute. In the discussion about Zeno, for instance, some weighted conditional sentences that reflect the non-vague information “tall” carries for Muriel in that context include (1) the probability that Scott would deem “tall” applicable to a man who is approximately 5’5” is 0, and (2) the probability that Scott would deem “tall” applicable to a man who is approximately 6’4” is 1. Some weighted conditional sentences that correspond to the vague aspects of “tall” that are compatible with Muriel’s beliefs are (3) the probability that Scott would deem “tall” applicable to a man who is approximately 5’11” is .5, and (4) the probability that Scott would deem

---
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“tall” applicable to a man who is 6’ is .9.

Each weighted conditional sentence corresponding to the information conveyed by a vague scalar adjective in an utterance can be represented as an ordered pair whose first member is the value of the relevant attribute and whose second member is a number which represents the hearer’s subjective notion of the likelihood that the speaker would deem the adjective applicable to an object with that attribute value. For example, the weighted conditional sentences listed above can be written:

1. (5’5”, 0.0)
2. (6’4”, 1.0)
3. (5’11”, 0.5)
4. (6’1”, 0.9)

The complete set of weighted conditional sentences corresponding to the vague word in an utterance reflects the totality of information conveyed by that word in that utterance. The set is represented as the complete set of corresponding ordered pairs. We will call this set the **compatibility function** for the vague adjective in the utterance.

Consider the compatibility function corresponding to Muriel’s conception of Scott’s applicability conventions for “tall” in his utterance of *Zeno is tall*. Muriel may have beliefs represented by the following set of weighted conditional sentences:

... 

\[ P(\text{“tall"} | h(x) = 5'8" \pm 1/2") = 0 \]
\[ P(\text{“tall"} | h(x) = 5'9" \pm 1/2") = 0 \]
\[ P(\text{“tall"} | h(x) = 5'10" \pm 1/2") = .1 \]
\[ P(\text{“tall"} | h(x) = 5'11" \pm 1/2") = .5 \]
\[ P(\text{“tall"} | h(x) = 6'0" \pm 1/2") = .9 \]
\[ P(\text{“tall"} | h(x) = 6'1" \pm 1/2") = 1 \]
\[ P(\text{“tall"} | h(x) = 6'2" \pm 1/2") = 1 \]

... 

This set of weighted conditional sentences can be represented by a step graph of their corresponding ordered pairs. An idealized representation of Muriel’s beliefs about the speaker’s word applicability judgements for “tall” is the continuous function \( C_{tall} \):

![Step graph of weighted conditional sentences for “tall”](image)

According to the compatibility function, \( C_{tall} \), Muriel believes that Scott would definitely deem “tall” applicable to a faculty member who was 6'0" ± 1/2" or taller and that Scott would definitely not deem “tall” applicable to a faculty member who is 5'8" ± 1/2" or shorter. She also believes that likelihood that Scott would deem “tall” applicable to a faculty member who is 6' tall is .9.

In general, a hearer’s beliefs concerning the attribute value for a given object is represented as a subjective distribution function. For instance, in the discussion about Zeno, Muriel has probabilistic expectations about the height of the faculty member under consideration. Recall that she believes that Zeno’s height is in the range of 4’ to 8’. She also believes that the likelihood that his height is approximately 5’11” is the same as the likelihood that his height is approximately 6’1” and that the approximate height Zeno is most likely to measure is 6’. Suppose the following function \( P \) best represents her beliefs prior to Scott’s utterance:

![Graph of subjective distribution function](image)

Equipped with compatibility functions and corresponding subjective distribution functions, the process of revising a hearer’s beliefs with information conveyed by an utterance can be formalized. Formally, a distribution function corresponding to a hearer’s prior beliefs is combined with a compatibility function corresponding to the information conveyed to the hearer by the utterance to yield a new distribution function which corresponds to the speakers revised beliefs. One way to combine these functions is by Bayesian updating. The new distribution function is the result of a point by point application of Bayes’ rule:

\[
P(\alpha | b) = \frac{P(b | a) \cdot P(a)}{P(b)}
\]

\( P(b | a) \) corresponds to a point on the relevant compatibility function, \( P(a) \) corresponds to a point on the prior distribution function, and \( P(\alpha | b) \) corresponds to a point on the resulting modified distribution function. The probability that an object has a particular measure of a scalar property given that the speaker would deem \( \psi \) applicable to that object is the product of the probability that the speaker would deem \( \psi \) applicable to that object given that it has that particular measure and the speaker’s prior degree of expectation that the object has that par-
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ticular measure, divided by the likelihood that the speaker would deem \( \psi \) applicable (whatever measure it has).

After Scott utters *Zeno is tall*, Muriel's new expectations and beliefs concerning Zeno's height are reflected in an updated distribution function. This function is derived from (1) the prior subjective distribution \( P \) reflecting her prior expectations of Zeno's height, and (2) the compatibility function \( C_{\text{A}} \) corresponding to Muriel's conception of the Scott's applicability conventions for "tall" in this context. For example, if Muriel's conception of the applicability of the adjective "tall" to a man whose height is approximately 6'0" is .9, Muriel can use this information in combination with her subjective notions of how likely it is that Zeno would have a height of approximately 6'0" (prior to being described with "tall") to arrive at the new likelihood that he is approximately 6'0". If this procedure is applied to every height, then the result will be the updated distribution function \( Q \), corresponding to Muriel's revised beliefs.

\[
C_{\text{A}}(h(z) = i) \cdot C_{\text{B}}(h(z) = i) \cdot P(h(z) = i) \quad P(A \text{ and } B \text{ are deemed applicable to } z)
\]

A common case of different scalar adjectives corresponding to exactly the same attribute is the case where one is the negation of the other. Technically, the latter is not an adjective, of course, but the compatibility function corresponding to the negation of a vague adjective conveys analogous information as that corresponding to the vague adjective.

Consider Scott's utterance of *Zeno is tall and he's not tall*. Given the prior distribution function \( P \) corresponding to Muriel's prior expectations of Zeno's height, and given the compatibility functions \( C_{\text{A}} \) and \( C_{\text{not-}\text{A}} \) for the utterance, the result of revising Muriel's prior expectations to take into account the information conveyed by this utterance would correspond to \( P \), first updated by the information conveyed by the utterance of *Zeno is tall* to yield \( Q \), and then updated with the information conveyed by the utterance of *Zeno is not tall* to yield \( R \), where \( R \) is the distribution function that corresponds to Muriel's revised beliefs following Scott's utterance of *Zeno is tall and he's not tall*.

A formal account of the hearer's change in expectations and beliefs upon hearing an utterance of the form \( X \) is \( A \) and \( B \) (taken as an abbreviation for \( X \) is \( A \) and \( X \) is \( B \)) results if the conjunction is assumed to be processed as if the speaker made two consecutive utterances, corresponding to \( X \) is \( A \) and \( X \) is \( B \), and they were simply processed in succession according to the belief revision process just described. The distribution function representing the hearer's prior expectations and beliefs is updated with the compatibility function corresponding to the information conveyed by \( A \) in this utterance, yielding an intermediate distribution function. This intermediate function, in turn, is updated with the compatibility function corresponding to the information conveyed by \( B \) in this utterance, yielding the distribution function which represents the hearer's expectations and beliefs following the speaker's utterance of the conjunction.

When the vague scalar adjectives in a conjunction correspond to the same scalar property, this algorithm is mathematically equivalent to updating the prior distribution function with the product of the two compatibility functions. \( P((h(z) = i) \mid (A \text{ and } B \text{ are deemed applicable to } z)) = P(h(z) = i) \cdot C_{\text{A}}(h(z) = i) \cdot C_{\text{B}}(h(z) = i) \cdot P(h(z) = i) \cdot P(A \text{ and } B \text{ are deemed applicable to } z) \)

The information conveyed to Muriel by the utterance of the conjunction is reflected in the compatibility function \( C_{\text{A}} \) and \( C_{\text{not-}A} \), which is the point by point product of \( C_{\text{A}} \) and \( C_{\text{not-}A} \). Both intuition and preliminary experimental results suggest that the results this formula yields correspond to the revised beliefs hearers actually have upon processing utterances of this kind.\(^4\) But Bayes' rule, applied to a formula of the form \( P(a|b \& c) \), yields \( P(a) \cdot P(b|a) \cdot P(c|a)/P(b \& c) \) if and only if \( b \) and \( c \) are independent variables. Clearly, the hearer's conception of the applicability of the negation of \( A \) to \( X \) in the utterance context is dependent on her conception of the applicability of \( A \) to \( X \) in that context. Yet, Muriel's new beliefs about Zeno's height can be derived from her old beliefs and the probabilities corresponding to the two dependent sets of beliefs that reflect Muriel's conception of the applicability of "tall" and the applicability of "not
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tall", respectively, as if she were applying Bayes’ Rule. Apparently, in processing utterances of sentences of the form \( X \) is \( A \) and \( X \) is not \( A \), a convention is followed: hearers combine the information conveyed by \( X \) is \( A \) and \( X \) is not \( A \) to arrive at the information conveyed by their conjunction as if the information conveyed by an utterance of the former is independent of the information conveyed by an utterance of the latter. That is, by convention, hearers process utterances of sentences of the form \( X \) is \( A \) and \( X \) is not \( A \) as if the utterance of \( X \) is \( A \) had no influence on the information that was subsequently conveyed by the second conjunct.

If people are to be taken at their word, then an utterance of the form \( X \) is \( A \) and \( X \) is not \( A \) does not always convey information that leads a hearer to conclude that the described person is borderline with respect to the relevant attribute. Some people, most often logicians, claim to understand an utterance of a sentence of the form \( X \) is \( A \) and \( X \) is not \( A \) as if it were in fact contradictory, and therefore, no information is contained in sentences uttered sequentially. That is, they understand the conjunction as pure nonsense. Apparently, they do not share the convention that causes such an utterance to convey the information that \( X \) is borderline in the relevant way. Both the intuitions of these speakers and the intuitions of the majority of speakers can be accounted for in the same theory by allowing speakers to have somewhat different compatibility functions corresponding to the same vague word in a given context.

An Assertability Criterion for Utterances

The assumption that dialogue participants tend to have similar word applicability conventions enables a speaker to make rational conclusions about whether or not a particular utterance would be informative or misleading for a hearer in a given context. When Muriel asks Scott about Zeno’s height, Scott must decide how to convey accurate information about Zeno's height to her. He assumes that she uses words the way he does, and consequently, that she would deem “tall” applicable to someone under the same conditions that he would. In general, a competent speaker who intends to inform a hearer about an attribute of an object is most likely to satisfy his goal by uttering a particular sentence if the following assertability criterion is met: the speaker believes that uttering the sentence in the current context would lead the hearer to revise her beliefs in such a way as to believe with approximately the same or increased strength the truth about the attribute. If the speaker believes that an utterance of a sentence would significantly mislead the hearer, then uttering that sentence will not meet this goal.

A formal assertability criterion for determining whether an utterance would be informative follows from the theory of belief revision. A hearer is seriously misled by an utterance if and only if the probability function that represents the hearer’s revised beliefs is such that the probability that a particular object has the true base variable value is significantly less. In general, the ratio of the prior degree of belief that \( h(x) = a \) to the revised degree of belief that \( h(x) = a \) is at most \( C_{\text{sup}} / C(h(x) = a) \) where \( C \) is the compatibility function corresponding to the speaker’s conception of the applicability conventions for the vague adjective in the current context, \( C_{\text{sup}} \) is the greatest value this function has, and \( h(x) = a \) means the actual value of \( x \)'s attribute \( h \) equals \( a \). When the speaker knows the exact value of \( a \), a sentence of the form \( X \) is \( A \) is assertible if and only if \( C_{\text{sup}} / C(h(x) = a) \) is not too big, i.e., in case the maximum information loss is small. Thus, a speaker who intends to inform his hearer ordinarily should assert the sentence when \( C_{\text{sup}} / C(h(x) = a) \leq T \), where \( T \) is an information loss threshold. For example, if \( T = 2 \) and a speaker knows Zeno’s height to be 6', then he should assert "Zeno is tall" if \( C_{\text{sup}}(h(x) = 6') \geq 1/2 \), i.e., if the speaker’s conception of the likelihood that a member of the language community would deem "tall" applicable (in this context) to a man whose height 6' is greater than or equal to .5.

In most cases, the speaker does not know the exact value of the attribute associated with a scalar adjective. The assertability criterion is generalized so that it applies to situations in which a speaker has less specific knowledge as follows:

\[
C_{\text{sup}} \sum_{i=\text{min}}^{\infty} P(h(x) = i) \cdot C_{\text{ tall}}(h(x) = i) \leq T.
\]

Thus, the assertability of a sentence is determined by (1) the speaker’s conception of the applicability conventions for the words in the sentence, as reflected in the corresponding compatibility functions, and (2) the information loss threshold \( T \) for a given word in a given context. As stated earlier, compatibility functions can vary somewhat from speaker to speaker. The information loss threshold corresponding to a sentence containing a vague expression can vary as well. If the speaker is most careful, then the risk of information loss is low, \( T \) is small, and the assertability of a sentence is more limited. When the speaker uses language more loosely, the risk of information loss is high, \( T \) is large, and the assertability of a sentence is more relaxed. Responsible speakers will set \( T \) to be small enough that they will not judge as assertable both a sentence and its negation. They will realize that the linguistic community of which they are a part tends to set \( T \) to be small enough that on occasion, neither a sentence nor its negation will be deemed assertable.
Semantic Theories of Scalar Vagueness

The theory of assertability is a partial theory of effective language use. An interesting question is whether this pragmatic theory of assertability can be combined with a bivalent semantics in a way that can account for both, truth-value intuitions and the information conveyed to a hearer during successful communication. This section describes two semantic accounts of vagueness, Semantics A and Semantics B, and describes how each relates to the theory of assertability. Semantics A is basic and so is only described in brief. Semantics B is presented in greater detail.

Semantics A

A semantics for vague expressions can vary, depending on how strongly one correlates common truth-value intuitions with truth, and how one resolves what appears to be contradictory intuitions amongst speakers. Semantics A assigns a definite truth-value to every sentence with a vague adjective independently of its assertability. Speakers may be unclear about what objects fall in the extension of a vague predicate, but the semantics assumes the existence of definite true/false boundaries for the extension.

In Semantics A, each vague adjective is associated with a truth value threshold, which is a positive real number, and grading function, which maps each object in its domain into the positive real numbers in such a way as to reflect the degree to which that object has the scalar attribute corresponding to the adjective. The semantic evaluation of a sentence of the form \( X \) is \( A \) equals Truth if the grading function corresponding to \( A \) maps the referent of \( X \) to a number greater than or equal to the truth value threshold corresponding to \( A \), and Falsity, otherwise. Suppose the grading function for "tall" maps each object of its domain to a real number which corresponds to the object's height in inches. Furthermore, suppose the truth-value threshold for "tall" is 73. Then, the semantic value of \( X \) is \( A \) equals Truth if \( X \) has a height greater than or equal to 6'1", and Falsity, otherwise. The truth-value of a sentence of the form \( X \) is not \( A \) equals Truth if and only if the truth-value of corresponding sentence of the form \( X \) is \( A \) is Falsity.

According to Semantics A,

1. \( \text{[Zeno is tall]} = \text{Truth if the grading function corresponding to } tall \text{ maps Zeno to a number that is greater than or equal to the truth-value threshold corresponding to } tall, \text{ and Falsity, otherwise.} \)

2. \( \text{[Zeno is not tall]} = \text{Truth if } [\text{Zeno is tall}] = \text{Falsity, and Falsity, otherwise.} \)

3. \( \text{[Zeno is tall and Zeno is not tall]} = \text{Falsity.} \)

The truth-values of sentences in Semantics A are always definite. The intuitions associated with scalar vagueness are not accounted for by the semantics. Rather, they are accounted for by the theory of assertability.

Semantics B

Semantics B differs from Semantics A in that there is a much closer tie between truth and assertability. Semantics B takes common truth-value intuitions to more accurately correspond to the truth-values of uttered sentences by defining the truth-values of uttered sentences in terms of related assertability criteria. The semantic value of a sentence is always definite, but depends on whether or not the sentence is assertable by a completely informed and competent speaker in the discourse context in which it is uttered. Since the assertability of a sentence depends on the speaker's context sensitive compatibility functions and where the context sets the information loss threshold, its truth-value conditions are highly dependent on the context in which it is uttered.

Formally, the truth-value of a sentence is defined in terms of its corresponding compatibility function and assertability threshold. An utterance of a sentence of the form \( X = A \) is true if \( C_A(h(x) = a') \geq (C_A)^{up}/T \), where \( a' \) is \( X \)'s actual measure of the attribute relevant to \( A \). Similarly, the truth-value of a sentence of the form \( \text{It is not the case that } X = A \) is True if \( C_{\text{not } A}(h(x) = a') \geq (C_{\text{not } A})^{up}/T \).

Furthermore, for responsible speakers, if a sentence of the form \( X = A \) is assertable, then the negation of that sentence, \( \text{It is not the case that } X = A \), is not assertable in that same context, and vice versa. In addition, in the most borderline cases, neither \( X = A \) nor its negation is assertable. Consequently, for responsible speakers, if the truth-value of an utterance of a sentence of the form \( X = A \) or \( X = \text{not } A \) is Truth, then the truth-value of an utterance of the sentence \( X = A \) or \( X = \text{not } A \) would be Falsity, and if \( X \) is a highly borderline case with respect to \( A \), the theory of assertability does not determine which truth-values they receive. In such borderline cases, however, the truth-values of utterances of sentences of this form are still definite.

The truth-value of a complex sentence could be defined in one of two methods, possibly reflecting an ambiguity in complex sentences. In the first method, the information conveyed by the complex sentence is derived from the information conveyed by its constituents, and from this information, the truth-value for the complex sentence is derived. In the second method, the information conveyed by each of the constituent clauses is calculated separately, and from that information, truth-values are derived for each of those clauses. Then, in the traditional manner, the truth-value of the com-
plex sentence is derived from the truth-values of its clausal constituents. In Semantics B, the truth-conditions for complex sentences are defined by the first method. It may be that those speakers who find a sentence of the form \( X \) is \( A \) and \( X \) is not \( A \) incoherent calculate determine the truth value of such sentences by the second method.

Syntax for \( L \)

Basic Expressions
1. \{Zeno, George\} are constants of category \( PN \).
2. \{tall, bald\} are constants of category \( Deg\text{-}Adj \).
3. \( is \) is a logical constant of category \( BE \).
4. \{very, extremely\} are constants of category \( Deg\text{-}Adv \).
5. \( \text{it-is-not-the-case-that} \) is a logical constant of category \( Neg \).
6. \( \text{and} \) is a logical constant of category \( Conj \).

Formation Rules for \( L \)
1. Every \( Deg\text{-}Adv \) is a \( Deg\text{-}Adj\_P \) (Degree Adjective Phrase).
2. If \( \alpha \) is a \( Deg\text{-}Adj\_P \) and \( \beta \) is a \( Deg\text{-}Adv \), then \( \beta \alpha \) is a \( Deg\text{-}Adj\_P \).
3. If \( \alpha \) is a constant of category \( BE \) and \( \beta \) is a constant of category \( PN \) and \( \gamma \) is a constant of category \( Deg\text{-}Adv\_P \), then \( (\beta\alpha\gamma) \) is a sentence.
4. If \( \alpha \) is a constant of category \( Neg \) and \( \phi \) is a sentence, then \( \alpha\phi \) is a sentence.
5. If \( \alpha \) is a constant of category \( Conj \) and \( \phi \) and \( \psi \) are sentences, then \( (\phi\psi) \) is a sentence.

Below, we define a formal semantic evaluation function, using the following model theoretic definition of truth: \( M \) is a model \( =_{def} M \) is a 6-tuple \( (D, C, Q, G, K, T, P, I) \) where
1. \( D \) is a nonempty set of individuals.
2. \( C \subseteq R \rightarrow [0, 1] \) (whose elements are thought of as compatibility functions).
3. \( Q \) is a nonempty set (whose elements are thought of as contexts).
4. \( G \subseteq D \rightarrow R \) (whose elements are thought of as grading functions).
5. \( K \) is a function from expressions in \( Deg\text{-}Adv \) to \( R \) such that \( 0 < K(\text{extremely}) < K(\text{very}) < 1. \)

\footnote{In the semantics, we interchange sentences of the form \( \text{it-is-not-the-case} \) that \( X \) is \( A \) with sentences of the form \( X \) is not \( A \). This is done primarily for space reasons, but also to make the point in Semantics B that the truth values of sentences are derived from the information they convey, which is the same in both these forms.}

6. \( T \) is a function that takes a member of \( Q \) and a constant of category \( Deg\text{-}Adv \) and returns a positive real number (thought of as an assertibility threshold).

7. \( P \) is a function that takes a member of \( Q \) and returns a member of \( Q \).

8. \( I \) is a function that takes a non-logical basic expression \( \alpha \) and a context \( \eta \in Q \), such that
   a. If \( \alpha \) is a constant of category \( PN \), then \( I(\alpha, \eta) \in D \).
   b. If \( \alpha \) is a constant of category \( Deg\text{-}Adv \), then \( I(\alpha, \eta) \) is the triplet \( (g, c, t) \) where \( g \in G, c \in C \), and \( 0 < t < 1 \).
   c. If \( \alpha \) is a constant of category \( Deg\text{-}Adv \), then \( I(\alpha, \eta) = h \), where \( h \) is a function from the set of triplets \( (g, c, t) \) onto itself, where \( g \in G, c \in C \), and \( t \) is a non-negative real number, such that \( h((g, c, t)) = (K(\alpha) \cdot g, c, t) \).

The definition of the semantic value of \( \alpha \) relative to a model \( M \) and a context \( \eta \), also written \( ||\alpha||^{M,\eta} \) is the following:

1. If \( \alpha \) is a non-logical basic expression, then \( ||\alpha||^{M,\eta} = I(\alpha, \eta) \).
2. If \( \alpha = \gamma\beta \), where \( \gamma \) is a \( Deg\text{-}Adv \) and \( \beta \) is a \( Deg\text{-}Adv \), then \( ||\alpha||^{M,\eta} = ||\gamma||^{M,\eta}||\beta||^{M,\eta} \).
3. If \( \alpha = \text{not} \beta \), where \( \beta \) is a \( Deg\text{-}Adv \), then \( ||\alpha||^{M,\eta} = f(||\beta||^{M,\eta}) \), where \( f \) is a function from the set of triplets \((g, c, t)\) onto itself, where \( g \in G, c \in C \), and \( t \) is a non-negative real number, such that \( f((g, c, t)) = g, c, t \), where \( c \) is the compatibility function corresponding to \( \text{not} \beta \).
4. If \( \alpha = (\gamma \text{ is } \beta) \), where \( \gamma \) is a \( PN \) and \( \beta \) is a \( Deg\text{-}Adv \), then \( ||\alpha||^{M,\eta} = \text{Truth if } c_g(||\gamma||^{M,\eta}) \geq t \), where \( g \) is the first member of \( ||\beta||^{M,\eta} \), \( c \) is the second member, and \( t \) is the third member.
5. If \( \alpha = (\gamma \text{ is not } \beta) \), or \( \text{it-is-not-the-case that } \gamma \text{ is } \beta \), then \( ||\alpha||^{M,\eta} = \text{Truth if } c'_g(||\gamma||^{M,\eta}) \geq t \), where \( g \) is the first member of \( ||\text{not} \beta||^{M,\eta} \), \( c' \) is the second member, and \( t \) is the third member.
6. If \( \alpha = (\phi \text{ and } \psi) \), where \( \phi = (\beta \text{ is } \zeta) \), and \( \psi = (\beta \text{ is } \eta) \), where \( \beta \) is a \( PN \) and \( \zeta \) and \( \eta \) are \( Deg\text{-}Adv \)’s or expressions composed of the logical constant “not” followed a \( Deg\text{-}Adv \), then \( ||\alpha||^{M,\eta} = \text{Truth if } \) \( g \) and \( g' \) are the same function, and \( c'((\eta)||\gamma||^{M,\eta}) \geq t \), where \( g \) is the first member of \( ||\phi||^{M,\eta} \), \( g' \) is the first member of \( ||\psi||^{M,\eta} \), \( c \) is \( c' \cdot c' \) where \( c' \) is the second member of \( ||\phi||^{M,\eta} \) and \( c'' \) is the second member of \( ||\psi||^{M,\eta} \), and \( t \) is the third member of \( ||\eta||^{M,\eta} \), where \( g' = P(\eta) \).
(b) $g$ and $g'$ are not the same function, and $||φ||^{M,A} = \text{Truth}$ and $||ψ||^{M,A'} = \text{Truth}$ where $g' = P(g)$.

A sentence is logically true if and only if it is true in all possible models.

According to Semantics $B$,

1. $||\text{Zeno is tall}||^{M,A} = \text{Truth}$ if $C_{\text{tall}}(\text{tall}(\text{Zeno})) \geq 1/T$, where $T$ is the information loss threshold corresponding to "tall" in the given context.

2. $||\text{It is not the case that Zeno is tall}||^{M,A}$ = Truth if $C_{\text{not-tall}}(\text{tall}(\text{Zeno})) \geq 1/T$, where $T$ is the information loss threshold corresponding to "tall" in the given context.

3. $||\text{Zeno is tall and Zeno is not tall}||^{M,A} = \text{Truth}$ if $C_{\text{tall}}$ and not $\text{tall}(\text{tall}(\text{Zeno})) \geq 1/T$, where $T$ is the information loss threshold corresponding to "tall" in the context that results from having uttered the conjunction in $q$. $C_{\text{tall}}$ and not $\text{tall} = C_{\text{tall}} \cdot C_{\text{not-tall}}$.

Conclusion

Semantics $A$, in combination with the theory of assertability, and Semantics $B$ provide alternative accounts of scalar vagueness. Both of these accounts include a bivalent semantics. Thus, they demonstrate that an account of scalar vagueness that gives enough consideration to pragmatic factors is compatible with a semantics that associates sharp true-false boundaries with its vague predicates. In general, we believe that an account of scalar vagueness must either allow for some looseness in the link between truth and assertability, or allow for subtle context-dependency of truth-values, even within a sentence. The reliance on a theory of assertability has the advantage of allowing for variation in the meaning of the same term from speaker to speaker, and of accounting both for the nonuniformity in truth-value judgements and for seemingly "illogical" judgements such as the truth of conjunctions of contraries.
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