
ÅLang-8 Corpus (Brooke and Hirst 2012) 

ÅNoisy but good coverage web corpus 

ÅICLE (Granger et al., 2009) 

ÅFCE (Yannakoudakis et al., 2011) 

ÅShort answers (letters, short stories) 

ÅICCI (Tono et al., 2012) 

ÅGrade school essays 

ÅICNALE (Ishikawa, 2011) 

ÅAsian college essays 

ÅStrictly controlled for genre  

ÅStandard features (Brooke and Hirst 2012) 

ÅCharacter trigrams 

ÅPOS trigrams 

ÅContext-free grammar productions 

ÅDependencies 

ÅOnly dependencies improved model 

 

ÅFeature selection 

ÅFrequency cutoff 

ÅNo feature selection preferred 

 

ÅNew features 

ÅPartial abstractions 

ÅDependency chains 

ÅProductions with unspecified elements 

ÅTSG fragments (Swanson and Charniak 2013) 

ÅMRC psycholinguistic lexicon (Coltheart, 1980) 

ÅAll new features fail to improve on best from Table 2  
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ÅParsed with Stanford parser 

ÅBinary features 

ÅWord bigrams 

ÅMixed POS/function trigrams 

ÅFrequency cutoff feature selection 

ÅSVM classifier 

ÅOne-versus-all subclassifiers 

ÅC parameter: 1 

 

 

ÅThe 2013 Native Language Identification Shared Task (Tetreault et al. 2013) 

ÅParticipated in all three tasks: one closed-training, two open-training 

ÅThe new TOEFL-11 learner essay corpus (Blanchard et al. 2013) 

ÅWell controlled, but limited in scope? 

ÅOur focus is on building robust models  

ÅUse of cross-corpus evaluation (Brooke and Hirst 2012; Bykh and Meurers 
2012) 
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ÅFailed attempt: Metaclassifier 

ÅWorse than TOEFL-11 alone 

ÅBest score 78.5% 

ÅMain approach: Combine data 

ÅMethod 1: Bias adaption (BA) 

ÅEqualize output class ratios  

ÅResult: Lang-8 definitely helps 

 

  5. Open-Training Task 2 

ÅFew Hindi and Telugu texts 

ÅSolution: Indian corpora 

ÅNews from Hindi/Telugu areas 

ÅTweets geolocated in these areas 

ÅTranslated ICWSM blog posts 
(Burton et al. 2009) 

ÅMethod 2: Training data selection 

ÅRank training data on the basis 
of test data language model 

ÅRemove fraction r of data  

ÅResult: all data but ICCI  is useful 
when both methods applied 

 

ÅApproach to blind task:  
testing on other corpora 

ÅEffect of bias adaption is key 

ÅCorpus selection inconsistent 

ÅAgain, all corpora useful for  
training except ICCI 

ÅProficiency effects? 

 

ÅPost-hoc analysis in TOEFL-11 

Åconfirms that all but the ICCI are useful and domain adaption helps 

ÅAll three Indian corpora can distinguish Hindi/Telugu somewhat, but 
only tweets and news are useful additions for NLI in TOEFL-11 
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