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Appendix

In this appendix, we first describe implementation details of our models in Sec. 1.
Then, we compare our LLP dataset with several related existing datasets in Sec 2.
Finally, we illustrate different multimodal temporal contexts within in a single
video in Sec. 3.

1 Implementation Details

For a 10-second long video, we first sample video frames at 8fps, and each video
is divided into non-overlapping snippets of the same length with 8 frames in 1
second. Given a visual snippet, we extract a 2048-D feature for each frame using
ResNet152 [5] pretrained on ImageNet [3] and obtain a 512-D spatio-temporal
visual feature from 8 frames using a 3D ResNet [16] pre-trained on Kinetics [2]. To
obtain a snippet-level visual feature, we first reduce frame-level feature dimension
to 512 with a fully-connected (FC) layer and then temporally averaging pool the
8 frame-level features. A 512-D snippet-level visual feature is predicted using an
additional FC layer to process the concatenated the temporally pooled spatial and
spatio-temporal features. Audio representation is first extracted via a pre-trained
VGGish network [6] on AudioSet [4], which extracts a 128-D feature for each 1s
audio snippet and then projects it to 512-D with a FC layer. In addition, d = 512,
T = 10, C = 25, εa = 1.0, εv = 0.9, and K = 2 in our experiments.

2 Differences between Existing Datasets and Our LLP

We compare our LLP dataset with some related existing datasets: Urban-
Sound [11], DCASE2018 [12], THUMOS14 [7], Charades [13], ActivityNet [1],
and AVE [14] in Table 1. The UrbanSound and DCASE2018 are sound detection
datasets from urban and domestic domains, respectively. THUMOS14, Charades,
and ActivityNet are video datasets containing different human activities. AVE is
collected for audio-visual event localization. From Tab. 1, we can see that only
our LLP dataset has different modality types of event annotations, which are
required for learning audio-visual video parsing.
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Table 1: Comparison with different datasets. We can see that only our LLP
dataset contains different modality types of event annotations, which are required
for learning audio-visual video parsing.

Datasets Context #Video Audio Event Label Visual Event Label Audio-Visual Event Label

UrbanSound [11] Urban 8,732 3 7 7

DCASE2018 [12] Domestic 1,866 3 7 7

THUMOS14 [7] Human Activity 413 7 3 7

Charades [13] Human Activity 9,848 7 3 7

ActivityNet [1] Human Activity 19,994 7 3 7

AVE [14] Open 4,143 7 7 3

LLP Open 11,849 3 3 3

audio-visual temporal synchronizationunimodal temporal recurrence audio-visual temporal asynchrony

audio-visual temporal synchronizationunimodal temporal recurrence audio-visual temporal asynchrony

Fig. 1: Different multimodal temporal contexts for the visual event in the red
box. In the video, Lawn mower makes sounds only at the last two seconds.

Since AVE dataset [15] is also an audio-visual video dataset, we would like
to further clarify the differences between the AVE dataset and our LLP dataset.
AVE dataset is a video dataset containing 4143 videos with audio-visual events,
in which sound sources are visible and their sounds are audible. There are two
strong assumptions inside the AVE : (1) each video contains at least one 2s long
audio-visual event; and (2) there is only one audio-visual event inside a 10-second
video. However, a video may only have audio or visual events without any audio-
visual events, and multiple overlapping events can simultaneously occur in one
video. So, numerous real-world unconstrained videos cannot hold the assumptions.
Our LLP breaks the assumptions and can help us develop audio-visual video
parsing algorithms for parsing videos into different audio, visual, and audio-visual
temporal events towards a unified multisensory perception.

3 Different Multimodal Temporal Contexts

As discussed in our main paper, we know that audio or visual events in a video
usually redundantly recur many times inside the video, both within the same
modality (unimodal temporal recurrence [9,10]), as well as across different modal-
ities (audio-visual temporal synchronization [8] and asynchrony [17]). Figure 1
illustrates different multimodal temporal contexts in a video. From the figure, we
can find unimodal temporal recurrent Lawn mower event for the visual content
in the red box (see blue boxes), audio-visual temporal synchronized event in the
yellow box, and audio-visual temporal asynchronous event in the cyan boxes.
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