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Abstract

We examine effects that empty categories have
on machine translation. Empty categories are
elements in parse trees that lack corresponding
overt surface forms (words) such as dropped
pronouns and markers for control construc-
tions. We start by training machine trans-
lation systems with manually inserted empty
elements. We find that inclusion of some
empty categories in training data improves the
translation result. We expand the experiment
by automatically inserting these elements into
a larger data set using various methods and
training on the modified corpus. We show that
even when automatic prediction of null ele-
ments is not highly accurate, it nevertheless
improves the end translation result.

Introduction

when they are pragmatically inferable. These lan-
guages are callegto-drop languages. Dropped pro-
nouns are quite a common phenomenon in these lan-
guages. In the Chinese Treebank, they occur once
in every four sentences on average. In Korean the
Treebank, they are even more frequent, occurring
in almost every sentence on average. Translating
these pro-drop languages into languages such as En-
glish where pronouns are regularly retained could
be problematic because English pronouns have to be
generated from nothing.

There are several different strategies to counter
this problem. A special NLL word is typically
used when learning word alignment (Brown et al.,
1993). Words that have non-existent counterparts
can be aligned to the BLL word. In phrase-based
translation, the phrase learning system may be able
to learn pronouns as a part of larger phrases. If the

An empty category is an element in a parse trelearned phrases include pronouns on the target side
that does not have a corresponding surface worHat are dropped from source side, the system may
They include traces such as Wh-traces which indl€ able to insert pronouns even when they are miss-
cate movement operations in interrogative sentenc¥) from the source language. This is an often ob-
and dropped pronouns which indicate omission cterved phenomenon in phrase-based translation sys-
pronouns in places where pronouns are normalfgms. Explicit insertion of missing words can also
expected. Many treebanks include empty nodes e included in syntax-based translation models (Ya-
parse trees to represent non-local dependencies’fda and Knight, 2001). For the closely related
dropped elements. Examples of the former inclugaroblem of inserting grammatical function particles
traces such as relative clause markers in the PelthEnglish-to-Korean and English-to-Japanese ma-
Treebank (Bies et al., 1995). An example of the latchine translation, Hong et al. (2009) and Isozaki et
ter include dropped pronouns in the Korean Treedl- (2010) employ preprocessing techniques to add
bank (Han and Ryu, 2005) and the Chinese TresPecial symbols to the English source text.
bank (Xue and Xia, 2000). In this paper, we examine a strategy of automat-
In languages such as Chinese, Japanese, and kaally inserting two types of empty elements from
rean, pronouns are frequently or regularly droppethe Korean and Chinese treebanks as a preprocess-



Korean BLEU

*T* 0.47 | trace of movement -
(NP *pro*) 0.88 | dropped subject or object ChI-Eng No null elements 19.31
(WHNP *op*) 0.40 | empty operator in relative w/ *pro* 19.68
constructions w/ *PRO* 19.54
** 0.006 \a/l?];bociﬁleer'[;on, VP ellipsis, w/ *pro* and *PRO* | 20.20
w/ all null elements | 20.48
Kor-Eng No null elements 20.10
Chinese
w/ *pro* 20.37
(XP (-NONE- *T*)) 0.54 | trace of A-movement / 'IDI Il el 19.71
(NP (-NONE- %)) 0.003| trace of A-movement w/ all null elements :

(NP (-NONE- *pro*)) 0.27 | dropped subject or object . .
(NP (-NONE- *PRO%) | 0.31 | control structures Table 2: BLEU score result of initial experiments.

(WHNP (-NONE- *OP%)) | 0.53 | empty operator in relative Each experiment has different empty categories added in.

constructions *PRO* stands for the empty category used to mark con-
(XP (-NONE-*RNR*)) | 0.026 | right node raising trol structures and *pro* indicates dropped pronouns for
(XP (-NONE- *?¥)) 0 others both Chinese and Korean.

Table 1: List of empty categories in the Korean Treebank
(top) and the Chinese Treebank (bottom) and their pebased machine translation system. Both datasets

sentence frequencies in the training data of initial experhave about 5K sentences and 80% of the data was
ments. used for training, 10% for development, and 10%
for testing.

ing step. We first describe our experiments with data We used Moses (Koehn et al., 2007) to train
that have been annotated with empty categories, fedachine translation systems. Default parameters
cusing on zero pronouns and traces such as thosere used for all experiments. The same number
used in control constructions. We use these a®f GIZA++ (Och and Ney, 2003) iterations were
notations to insert empty elements in a corpus arigsed for all experiments. Minimum error rate train-
train a machine translation system to see if they imng (Och, 2003) was run on each system afterwards,
prove translation results. Then, we illustrate differand the BLEU score (Papineni et al., 2002) was cal-
ent methods we have devised to automatically insegtilated on the test sets.

empty elements to corpus. Finally, we describe our There are several different empty categories in
experiments with training machine translation systhe different treebanks. We have experimented with
tems with corpora that are automatically augmentégaving in and out different empty categories for dif-
with empty elements. We conclude this paper bferent experiments to see their effect. We hypoth-
discussing possible improvements to the differersized that nominal phrasal empty categories such

methods we describe in this paper. as dropped pronouns may be more useful than other
ones, since they are the ones that may be missing in

2 Initial experiments the source language (Chinese and Korean) but have
counterparts in the target (English). Table 1 summa-

2.1 Setup rizes empty categories in Chinese and Korean tree-

We start by testing the plausibility of our ideaPank and their frequencies in the training data.

of preprocessing corpus to insert empty cate-

gories with ideal datasets. The Chinese Treebar‘?k2 Results

(LDC2005T01U01) is annotated with null elementsTable 2 summarizes our findings. It is clear that

and a portion of the Chinese Treebank has beerot all elements improve translation results when in-

translated into English (LDC2007T02). The Korearcluded in the training data. For the Chinese to En-

Treebank version 1.0 (LDC2002T26) is also annoglish experiment, empty categories that mark con-

tated with null elements and includes an Englisttrol structures (*PRO*), which serve as the sub-

translation. We extract null elements along withject of a dependent clause, and dropped pronouns
tree terminals (words) and train a simple phrasdg*pro*), which mark omission of pragmatically in-



word | P(e | xprox) | word | P(e | xPROx) in the Chinese to English experiment, the top trans-
the 0.18 to 0.45 lation for *PRO* is the English wortb, which is ex-

[ 0.13 NuLL 0.10 pected since Chinese clauses that have control con-
it 0.08 the 0.02 struction markers often translate to English as to-
to 0.08 of 0.02 infinitives. However, as we discuss in the next para-
they 0.05 as 0.02 graph, the presence of control construction markers

, , may affect translation results in more subtle ways
Table 3: A lexical translation table from the Korean- . . .
when combined with phrase learning.

English translation system (left) and a lexical transla- i
tion from the Chinese-English translation system (right). Table 4 shows how translations from the system

For the Korean-English lexical translation table, the leftrained with null elements and the system trained
column is English words that are aligned to a droppewithout null elements differ. The results are taken
pronoun (*pro*) and the right column is the conditionalfrom the test set and show extracts from larger sen-
probability of P(e | *prox). For the Chinese-English tences. Chinese verbs that follow the empty node for

lexical translation table, the left column is English words. ) \+v01 constructions (*PRO*) are generally trans-
that are aligned to a control construction marker (*PRO*? . . .
ated to English as a verb in to-infinitive form, a

and the right column is the conditional probability of N )
P(e | *PRO%). gerund, or a nominalized verb. The translation re-

sults show that the system trained with this null el-
ement (*PRO*) translates verbs that follow the null
ferable pronouns, helped to improve translation reslement largely in such a manner. However, it may
sults the most. For the Korean to English experinot be always closest to the reference. It is exempli-
ment, the dropped pronoun is the only empty catsied by the translation of one phrase.
gory that seems to improve translation. Experiments in this section showed that prepro-
For the Korean to English experiment, we als@essing the corpus to include some empty elements
tried annotating whether the dropped pronouns areé@n improve translation results. We also identified
subject, an object, or a complement using informayhich empty categories maybe helpful for improv-
tion from the Treebank’s function tags, since Englisrihg translation for different language pairs. In the
pronouns are inflected according to case. Howeveg{ext section, we focus on how we add these ele-
this did not yield a very different result and in factments automatically to a corpus that is not annotated

was slightly worse. This is possibly due to data spagth empty elements for the purpose of preprocess-
sity created when dropped pronouns are annotatqﬁg corpus for machine translation.

Dropped pronouns in subject position were the over-
whelming majority (91%), and there were too fewg Recovering empty nodes
dropped pronouns in object position to learn good

parameters. There are a few previous works that have attempted
_ restore empty nodes for parse trees using the Penn
2.3 Analysis English Treebank. Johnson (2002) uses rather sim-

Table 3 and Table 4 give us a glimpse of why havingple pattern matching to restore empty categories as
these empty categories may lead to better translaell as their co-indexed antecedents with surpris-
tion. Table 3 is the lexical translation table for thengly good accuracy. Gabbard et al. (2006) present
dropped pronoun (*pro*) from the Korean to En-a more sophisticated algorithm that tries to recover
glish experiment and the marker for control conempty categories in several steps. In each step, one
structions (*PRO*) from the Chinese to English ex-or more empty categories are restored using pat-
periment. For the dropped pronoun in the Koreaterns or classifiers (five maximum-entropy and two
to English experiment, although there are errorgerceptron-based classifiers to be exact).

the table largely reflects expected translations of a What we are trying to achieve has obvious simi-
dropped pronoun. Itis possible that the system is idarity to these previous works. However, there are
serting pronouns in right places that would be missseveral differences. First, we deal with different
ing otherwise. For the control construction markefanguages. Second, we are only trying to recover



Chinese | English Reference | System trained w/ nulls | System trained w/o nulls

*PRO* 111 implementing implementation implemented
*PRO* %5 K have gradually formed to gradually form gradually formed

*PRO* Wz 5| #4¥% {EA | attracting foreign investmentattracting foreign investmentattract foreign capital

Table 4: The first column is a Chinese word or a phrase that uhatedy follows empty node marker for Chinese
control constructions. The second column is the Englisbregfce translation. The third column is the translation
output from the system that is trained with the empty categadded in. The fourth column is the translation output
from the system trained without the empty categories addkith was given the test set without the empty categories.
Words or phrases and their translations presented in thedad part of larger sentences.

a couple of empty categories that would help matPRO* are both exactly the same, since the pat-
chine translation. Third, we are not interested in retern will be matched against parse trees where empty
covering antecedents. The linguistic differences armibdes have been deleted.

the empty categories we are interested in recovering

. . When it became apparent that we cannot use the
made the task much harder than it is for English. We L PP
o . . Same definition of patterns to successfully restore
will discuss this in more detail later.

. . o empty categories, we added more context to the pat-

From this section on, we will discuss only
. . . .’ terns. Patterns needed more context for them to be
Chinese-English translation because Chlneseb . . .
. . . able to disambiguate between sites that need to be
presents a much more interesting case, since we

) : Inserted with *pro*s and sites that need to be in-
need to recover two different empty categories that b

- o ... Serted with *PRO*s. Instead of using minimal tree
are very similarly distributed. Data availability

. : ) fragments that matched empty categories, we in-
was also a consideration since much larger dataselis o L
bilinaual and monolinaual ar vailable f rc uded the parent and siblings of the minimal tree
(bilingual - onolingual) are available fo agment in the pattern (pattern matching method

. [
Chinese. The Korean Treebank has only about 5 . .
) ) . This way, we gained more context. However,
sentences, whereas the version of Chinese Treebarnk . o
as can be seen in Table 5, there is still a lot of over-

we used includes 28K sentences. :
: lap between patterns for the two empty categories.
The Chinese Treebank was used for all exper|- o
owever, it is more apparent that at least we can

ments that are mentioned in the rest of this SeCtior&hoose the pattern that will maximize matches for
Roughly 90% of the data was used for the trainin

ne empty category and then discard that pattern for
set, and the rest was used for the test set. As we haye Pty gory P

discussed in Section 2, we are interested in recover—e other empty category.

ing dropped pronouns (*pro*) and control construc- We also tried giving patterns even more context
tion markers (*PRO*). We have tried three differentdy including terminals if preterminals are present in
relatively simple methods so that recovering emptthe pattern (pattern matching method 2). In this way,
elements would not require any special infrastrucae are able have more context for patterns such as
ture. (VP VV (IP (NP (-NONE- *PRO¥) ) VP)) by know-

ing what the verb that precedes the empty category
is. Instead of the original pattern, we would have
Johnson (2002) defines a pattern for empty node rpatterns such as (VP (V¥ &) (IP ( NP (-NONE-
covery to be a minimally connected tree fragmemtPRO*)) VP)). We are able to gain more context be-
containing an empty node and all nodes co-indexethuse some verbs select for a control construction.
with it. Figure 1 shows an example of a pattern. Wadhe Chinese verlpk E generally translates to En-
extracted patterns according this definition, and iglish asto decide and is more often followed by
became immediately clear that the same definitioa control construction than by a dropped pronoun.
that worked for English will not work for Chinese. Whereas the pattern (VP (V¥ 7€) ( IP ( NP (-
Table 5 shows the top five patterns that match coiNONE- *PRO*)) VP)) occurred 154 times in the
trol constructions (*PRO*) and dropped pronoundraining data, the pattern (VP (V¥ 7€) (IP (NP
(*pro*). The top pattern that matches *pro* and(-NONE- *pro*)) VP)) occurred only 8 times in the

3.1 Pattern matching



IP

— T
NP-SBJ VP PU

-NONE- VV NP-OBJ .,

| | |
*pro* Ut PN
|
BAL

(IP (NP-SBJ (-NONE- *pro*)) VP PU)

IP

/\
VP PU

PN |
VV NP-OBJ |,
| |
15} 35 PN
|
BAL

(IP VP PU)

Figure 1: An example of a tree with an empty node (left), tiee stripped of an empty node (right), and a pattern that
matches the example. Sentences are parsed without empyg and if a tree fragment (IP VP PU) is encountered in
a parse tree, the empty node may be inserted according teaheeld pattern (IP (NP-SBJ (-NONE- *pro*)) VP PU).

*PRO* *pro*
Count Pattern Count Pattern
12269 (IP (NP (-NONE- *PRO*) ) VP) 10073 (IP (NP (-NONE- *pro*) ) VP)
102 (IP PU (NP (-NONE- *PRO*) ) VP PU) 657 (IP (NP (-NONE- *pro*)) VP PU)
14 (IP (NP (-NONE- *PRO*) ) VP PRN) 415 (IP ADVP ( NP (-NONE- *pro*) ) VP)
13 322
12 (CP (NP (-NONE-*PRO*)) CP) 164 (IP PP PU (NP (-NONE- *pro*) ) VP)
*PRO* *pro*
Count Pattern Count Pattern
2991 (VP VV NP (IP (NP (-NONE-*PRO*))VP)) 1782
2955 (VP VV (IP (NP (-NONE- *PRO*) ) VP )) 1007 (VP VV (IP (NP (-NONE- *pro*) ) VP))
850 ) 702
765 (PP P (IP (NP (-NONE-*PRO*))VP)) 684 (IPIPPU (IP (NP (-NONE- *pro*) ) VP ) PU)
654 654 (TOP (IP ( NP (-NONE- *pro*) ) VP PU))

Table 5: Top five minimally connected patterns that matclo*@mnd *PRO* (top). Patterns that match both *pro*
and *PRO* are shaded with the same color. The table on therhathow more refined patterns that are given added
context by including the parent and siblings to minimallywgected patterns. Many patterns still match both *pro*
and *PRO* but there is a lesser degree of overlap.



training data. *PRO* *pro*

After the patterns are extracted, we performed _Cycle| Prec. Rec. Fil| Prec Rec. F1
pruning similar to the pruning that was done by 038 008 013038 008 012

0.52 0.23 0.31 0.37 0.18 0.24

Johnson (2002). The patterns that have less than 059 046 052 043 024 031
50% chance of matching are discarded. For exam- 062 050 056 047 025 0.33
ple, if (IP VP) occurs one hundred times in a tree- 061 052 056|047 0.33 0.39
bank that is stripped of empty nodes and if pattern 0.60 0.53 0.56| 0.46 0.39 0.42
(IP (NP (-NONE- *PRO*)) VP) occurs less than 0.58 0.52 0.55 0.43 0.40 0.41
fifty times in the same treebank that is annotated _
with empty nodes, it is discardédWe also found Table 6: Result using the grammars output by the Berke-

. ey state-splitting grammar trainer to predict empty cate-
that we can discard patterns that occur very raregy piting g P Py

ories
(that occur only once) without losing much accu-

racy. In cases where there was an overlap between

two empty categories, the pattern was chosen f&Pvered the empty categories from the trees. Fig-
either *pro* or *PRO*, whichever that maximized ure 2 illustrates how the trees were modified. For

the number of matchings and then discarded for tH&Y€"Y €MPpty node, the most immediate ancestor of
other. the empty node that has more than one child was an-

notated with information about the empty node, and
3.2 Conditional random field the empty node was deleted. We annotated whether

. - . . . the deleted empty node was *pro* or *PRO* and
We tried building a simple conditional random ﬁeldWhere it was deleted. Adding where the child was

(Lafferty et al., 2001) to predict null elements. The
. necessary because, even though most empty nodes
model examines each and every word boundary an . . .
are the first child, there are many exceptions.

decides whether to leave it as it is, insert *pro* . .
’ bro., We first extracted a plain context free grammar af-

) . N : . :
or insert "PRO". The obvious disadvantage of thl%er modifying the trees and used the modified gram-

method is that if there are two consecutive null el- .
o mar to parse the test set and then tried to recover the
ements, it will miss at least one of them. Although

there were some cases like this in the treebank, thempty elemehts. This approach d'.d not work well.
i . e then applied the latent annotation learning pro-
were rare enough that we decided to ignore them.

o . ) . .~ cedures of Petrov et al. (20G6)o refine the non-
We first tried using only differently sized local win- . . o .
terminals in the modified grammar. This has been
dows of words as features (CRF model 1). We alsgq, o . o
spown to help parsing in many different situations.

experimented with adding the part-of-speech tags %\Ithough the state splitting procedure is designed to

words as features (CRF model 2). Finally, we eXloerr_naximize the likelihood of of the parse trees, rather

imented with a variation where the model is give i : \
. gy han specifically to predict the empty nodes, learning
each word and its part-of-speech tag and its imme- -
. a refined grammar over modified trees was also ef-
diate parent node as features (CRF model 3).

fective in helping to predict empty nodes. Table 6

We experimented with using different regularlza-shows the dramatic improvement after each split,

tions and different values for regularizations but 'tmerge, and smoothing cycle. The gains leveled off

did not make much difference in the final results,

o after the sixth iteration and the sixth order grammar
The numbers we report later uséd regularization. .
was used to run later experiments.

~NoO o~ WNPRE

3.3 Parsing 3.4 Results

In this approach, we annotated nonterminal symbotfaple 7 shows the results of our experiments. The
in the treebank to include information about empty,ympers are very low when compared to accuracy
categories and then extracted a context free gramsported in other works that were mentioned in the
mar from the modified treebank. We parsed wittheginning of this Section, which dealt with the Penn
the modified grammar, and then deterministically regnglish Treebank. Dropped pronouns are especially

1See Johnson (2002) for more details. 2http: // code. googl e. conl p/ ber kel eypar ser/



IP - SPROOIP

— T — T~
NP-SBJ VP PU VP PU
-NONE- VV NP-OBJ ., VV NP-OBJ

| | | | |

*pro* G PN T PN
| |
=S A = 3A

Figure 2: An example of tree modification

*PRO* *pro* tures for predicting dropped pronouns. It may also
Prec. Rec. F1 Prec Rec. Fl1  gyggestthat methods using robust machine learning

Pattern 1| 0.65 0.61 0.63) 0.41 0.23 0.29 techniques are better outfitted for predicting dropped
Pattern 2| 0.67 0.58 0.62 0.46 0.24 0.31 pronouns

CRF 1 0.66 0.31 043 053 0.24 0.33 .. . h fecti h
CRE 2 068 046 055 058 0.35 044 It is interesting to note how effective the parser

CRF3 | 063 047 054 054 036 043 Was atpredicting empty categories. The method us-
Parsing | 0.60 0.53 056 0.46 0.39 0.42 ing the parser requires the least amount of supervi-
sion. The method using CRFs requires feature de-

Table 7: Result of recovering empty nodes sign, and the method that uses patterns needs hu-
man decisions on what the patterns should be and

hard to recover. However, we are dealing with a difP"'uning criteria. There is also room for improve-
ferent language and different kinds of empty cateMent. The split-merge cycles learn grammars that
gories. Empty categories recovered this way ma?,roduce better parse trees rather than grammars that
still help translation. In the next section, we take th@"€diCt empty categories more accurately. By modi-

best variation of the each method use it to add empfyind this léarning process, we may be able to leamn
categories to a training corpus and train machin@rammars that are better suited for predicting empty

translation systems to see whether having empty c&2t€90res
egories can help improve translation in more realisjr
tic situations.

Experiments

4.1 Setup

For Chinese-English, we used a subset of FBIS
The results reveal many interesting aspects about neewswire data consisting of about 2M words and
covering empty categories. The results suggest the@®K sentences on the English side. For our develop-
tree structures are important features for finding sitament set and test set, we had about 1000 sentences
where markers for control constructions (*PRO*)each with 10 reference translations taken from the
have been deleted. The method utilizing patterndIST 2002 MT evaluation. All Chinese data was
that have more information about tree structure afe-segmented with the CRF-based Stanford Chinese
these sites performed better than other methods. Thegmenter (Chang et al., 2008) that is trained on
fact that the method using parsing was better at préhe segmentation of the Chinese Treebank for con-
dicting *PRO*s than the methods that used the corsistency. The parser used in Section 3 was used to
ditional random fields also corroborates this findingparse the training data so that null elements could
For predicting dropped pronouns, the method usinige recovered from the trees. The same method for
the CRFs did better than the others. This suggestscovering null elements was applied to the train-
that rather than tree structure, local context of wordisg, development, and test sets to insert empty nodes
and part-of-speech tags maybe more important fefer each experiment. The baseline system was also

3.5 Analysis



| BLEU | BP | *PRO* | *pro* CRF method is used to recover *pro* and the pattern

Baseline| 23.73 | 1.000 matching is used to recover *PRO*, since these rep-
Pattern | 23.99 | 0.998| 0.62 | 0.31 resent the best methods for recovering the respective
CRF 24.69* | 1.000| 0.55 | 0.44 empty categories. However, it was not as successful

Parsing | 23.99 | 1.000| 0.56 | 0.42 as we thought would be. The resulting BLEU score
) L from the experiment was 24.24, which is lower than
Table 8: Final BLEU score result. The asterisk |nd|cate§he one that used the CRE method to recover both
statistical significance gt < 0.05 with 1000 iterations _ - . N

of paired bootstrap resampling. BP stands for the brevityPr©”* and *PRO*. The problem was we used a very
pena|ty in BLEU. F1 scores for recovering empty Catenauve methOd Of reSOIV|ng COﬂﬂIC'[ between two d|f'
gories are repeated here for comparison. ferent methods. The CRF method identified 17463
sites in the training data where *pro* should be
added. Of these sites, the pattern matching method

tra\l/ced uagg'\';lhe raw iatar.] t al. 2007) to trai r?uessed 2695 sites should be inserted with *PRO*
€ use 0S€s (Koehn et al., ) to trai ather than *pro*, which represent more than 15%
machine translation systems. Default parameter

o? total sites that the CRF method decided to in-

wer for all experiments. Th me number . i
ere used for all experiments € same nu beéert*pro*. In the aforementioned experiment, wher-

of GIZA++ (Och _and Ney, .2.003) lterations we_r eever there was a conflict, both *pro* and *PRO*
used for all experiments. Minimum error rate train-

. ere inserted. This probably lead the experiment
ing (Och, 2003) was run on each system afterwarié have worse result than using only the one best

and the BLEU score (Papineni et al., 2002) was cal-

ethod. This experiment suggest that more sophisti-
culated on the test set. P 99 P

cated methods should be considered when resolving

4.2 Results conflicts created by using heterogeneous methods to
i recover different empty categories.

Table 8 summarizes our results. Generally, all sys- Table 9 shows five example translations of source

tems produced BLEU scores that are better than tI%%ntences in the test set that have one of the empty

baseline, but the best BLEU score came from thgategories. Since empty categories have been auto-

system that used the CRF for null element 'nsert'o%atically inserted, they are not always in the cor-

The machine translation system that used trainin ct places. The table includes the translation results

data_frpm the method that was overall the best 'Rom the baseline system where the training and test
predicting empty elements performed the best Ths?ets did not have empty categories and the transla-
improvement is 0.96 points in BLEU score, which

ts statistical sianifi at 0.002 based tion results from the system (the one that used the
represents statistical sighificance i ased CRF) that is trained on an automatically augmented

(Koehn, 2004). Brevity penalties applied for Cal_gorpus and given the automatically augmented test
L . S

culating BLEU scores are presented to demonstrate

that the baseline system is not penalized for produ%- .

) Conclusion
ing shorter sentences compared other sysfems.

The BLEU scores presented in Table 8 represefy this paper, we have showed that adding some
the best variations of each method we have triegnnty elements can help building machine transla-
for recovering empty elements. Although the difyjoy systems. We showed that we can still benefit
ference was small, when the F1 score were samgm augmenting the training corpus with empty el-
for two variations of a method, it seemed that Wements even when empty element prediction is less

could get slightly better BLEU score with the varia-tnan what would be conventionally considered ro-
tion that had higher recall for recovering empty eleg st

ments rather the variation with higher precision. We have also shown that there is a lot of room for

We tried a variation of the experiment where th‘?mprovement. More comprehensive and sophisti-

3We thank an anonymous reviewer for tipping us to examin&ated methods, perhaps resembling the work of Gab-
the brevity penalty. bard et al. (2006) may be necessary for more accu-



source W E 1% *PRO* #525% £ & Al il b

reference china plans to invest in the infrastructure

system trained w/ nulls| china plans to invest in infrastructure

system trained w/o nulls china’s investment in infrastructure

source HH *PRO* IR [ 2 17 51 5% A fitis Hlo

reference good for consolidating the trade and shipping center of hong kong
system trained w/ nulls | favorable to the consolidation of the trade and shipping center in hong kong
system trained w/o nulls hong kong will consolidate the trade and shipping center

source — 2 KA /b *PRO* B4 S ) B~
reference some large - sized enterprises to gradually go bankrupt

system trained w/ nulls| some large enterprises to gradually becoming bankrupt
system trained w/o nulls some large enterprises gradually becoming bankrupt
source *pro* Hil A A B

reference it is not clear now

system trained w/ nulls| it is also not clear

system trained w/o nulls he is not clear

source *pro* FITE L N iF5

reference it is not clear yet

system trained w/ nulls| it is still not clear

system trained w/o nulls is still not clear

Table 9: Sample translations. The system trained witholl$ isithe baseline system where the training corpus and
test corpus did not have empty categories. The system draiite nulls is the system trained with the training corpus
and the test corpus that have been automatically augmeritieémpty categories. All examples are part of longer
sentences.

rate recovery of empty elements. We can also cocknowledgments We thank the anonymous re-
sider simpler methods where different algorithmsiewers for their helpful comments. This work
are used for recovering different empty elements, iwas supported by NSF grants 11S-0546554 and 11S-
which case, we need to be careful about how reco®910611.

ering different empty elements could interact with
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