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COUNTING IN STRUCTURAL COMPLEXITY THEORY

Lane Adrian Hemachandra, Ph.D.
Cornell University 1987

Structural complexity theory is the study of the form and meaning of compu-
tational complexity classes. Complexity classes—P, NP, ProbabilisticP, PSPACE,
etc.—are formalizations of computational powers—deterministic, nondeterminis-
tic, probabilistic, etc. By examining the structure of and the relationships between
these classes, we seek to understand the relative strengths of their underlying com-
putational paradigms.

This thesis studies counting in structural complexity theory. We are interested
in complexity classes defined by counting and in the use of counting to explore the
structure of these and other classes.

We consider the structure of the strong exponential hierarchy, an exponen-
tial time analogue of the polynomial time hierarchy. A careful investigation of
the census functions of nondeterministic computation trees shows that the strong
exponential hierarchy collapses.

Next, we move from computing census functions of computation trees to com-
puting census functions of sets. The ranking problem for a fixed set is to deter-
mine the position of elements within the set. We give strong structural evidence
that ranking of any type—uniform, nonuniform, strong, weak, or enumeratively
approximate—is computationally complex. Indeed, we can believe that most types
of ranking are computationally hard with at least the certainty with which we be-
lieve that P # NP.

Returning to the combinatorics of computation trees and their accepting paths,
we study robust machines. A robust machine is a nondeterministic Turing ma-
chine that maintains certain computational properties in every relativized world.
We show that, due to the limited combinatorial control of NP machines, robust

machines accept only simple languages. A robust machine will accept, for every



oracle A, a language that can be accepted by a polynomial time Turing machine
with oracles for NP and A.

Finally, we turn to the count “one,” and its effect on computation trees, ac-
cepting paths, and the structure of the satisfiability problem. We prove a UP
(unique polynomial time) converse to the Borodin-Demers Theorem, and, under a
complexity-theoretic assumption related to uniqueness, we show that there is an
algorithm that quickly finds satisfying assignments for satisfiable formulas with
few satisfying assignments.

Throughout this thesis, our goal is to use counting as a tool in understanding

the structure of feasible computations.
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Chapter 1
Introduction

The form is the meaning, and indeed the classic Greek mind, with an
integrity of perception lost by later cultures which separated the two,
firmly identified them.

—Vincent Scully, The Earth, the Temple, and the Gods [Scu62].

To the computer scientist, structure is meaning. Seeking to understand na-
ture’s diverse problems with man’s pathetic resources, we simplify our task by
grouping similarly structured problems.

The resulting complexity classes, such as P, NP, and PSPACE, are simply
families of problems that can be solved with a certain underlying computational
power. The range of interesting computational powers is broad—deterministic,
nondeterministic, probabilistic, unique, table lookup, etc.—and an equally rich
spectrum of classes symbolize the powers—P, NP, PP, UP, P/poly, etc. These
structurally motivated classes can themselves be studied in terms of their internal
structure and behavior. For example, we might seek to understand the nature of
the class NP by asking if NP contains any hard sparse sets (HIS85] or by asking
if there is only one NP-complete set, which appears in many p-isomorphic guises
[BH77].

This thesis studies the interaction between counting and structural complexity
theory. We study the structure of classes defined by counting and how combina-

torics and counting give us insight into the structure of complexity classes.



Chapter 2 briefly reviews the definitions of, meanings of, and previous research
on the complexity classes we study. Summary sheets are collected in the appen-
dices.

Chapter 3 studies the strong exponential hierarchy, an exponential time ana-
logue of the polynomial time hierarchy. We study the structure of the computa-
tions at the second level (NPNE) of the strong exponential hierarchy. This work
is related to the quantitative relativizations of the polynomial hierarchy of Book;
Léﬁg, and Selman [BLS84,Lon85|. By carefully building up a profile of the number
of “yes” answers the base NP machine receives (the “census profile”) we see that
PNE_NPNE. [t follows that the strong exponential hierarchy collapses to PNE,

Chapter 3 shows how to compute census functions of computation trees. Chap-
ter 4 discusses the complexity of computing census functions of sets. For a fixed
set, the ranking problem is to determine the position (rank) of input strings within
the set. As an example, the ranking problem is easy for the set of odd numbers.
We can quickly tell that 1001 is the 501st odd number. Ranking was first studied
by Blum, Goldberg, and Sipser [GS85], who showed that if a certain P set can be
ranked in polynomial time, then the counting functions of NP machines (which
are the functions counting the number of accepting paths of NP machines) can be
computed in polynomial time.

Do all easy (P) sets have easily computable ranking functions? Do all NP
sets have easily computable ranking functions? The latter might seem less likely.
However, we show that all sets in P have easy ranking functions if and only if
all sets in NP have easy ranking functions. Thus, though it is likely that the
membership problems for P and NP are of different complexities, their ranking
problems stand or fall together.

We also ask if there are small circuits for the ranking problem and if we can
enumeratively approximate ranking functions. We can not, if standard assump-
tions about complexity classes hold.

A machine that maintains a property for every oracle! is said to have the
property robustly [Sch84]. For example, if two nondeterministic Turing machines

accept complementary languages for every oracle we say they are robustly com-

1QOracles and relativized computations are defined and discussed in Section 2.3.



plementary. Maintaining a property robustly strains a machine’s combinatorial
control; it is hard for a machine to be flexible enough to show a certain behavior
with all oracles and also to accept complex languages.

Chapter 5 studies robustness and shows that machines with robustness prop-
erties accept only simple languages. For example, if two machines are robustly
complementary then for every oracle 4 each of the machines accepts a language in
PNPO®4  where @ represents disjoint union. In particular, if P =NP then for each
oracle A all robustly complementary machines accept languages in polynomial
time relative to A.

Chapter 6 studies properties of a unique count—one. Borodin and Demers
[BD76] show that if P#NPNcoNP then there exists a polynomial time set § of
satisfiable boolean formulas such that no polynomial time machine computes satis-
fying assignments for all formulasin §—that is, for no polynomial time computable
function g do we have (VF € §)[g(F) is a satisfying assignment of F|. Intuitively,
we have a set of formulas that we can easily recognize as satisfiable, but we cannot
easily determine why they are satisfiable.

It is not known if the converse of the Borodin-Demers Theorem holds. The first
part of Chapter 6 proves a “uniqueness” version of the theorem and its converse:
P #UPNcoUP if and only if there is a polynomial time set § so that each element
of § is a formula with exactly one solution but no polynomial time machine com-
putes satisfying assignments for all formulas in §—that is, for no polynomial time
computable function g do we have (VF € §)[g(F) is the unique satisfying assign-
ment of F]. Intuitively, we have a set of formulas that we can quickly recognize as
each having exactly one solution, but we cannot get our hands on these solutions
quickly.

The second part of Chapter 6 shows, if a complexity-theoretic assumption
holds, that fast algorithms exist to find satisfying assignments for satisfiable boolean
formulas that have few satisfying assignments. Our complexity-theoretic assump-
tion is that we can distinguish zero from one. Call (*x) the assumption that there

is a polynomial time Turing machine that

e given any unsatisfiable formula prints “unsatisfiable,” and



e given any formula with exactly one solution prints “satisfiable.”

Note that given a formula with many solutions we don’t know what this machine
will say; it may lie.

Valiant and Vazirani [VV85] show that (%) implies P=UP and NP equals R,
random polynomial time. Assumption (**) does not appear to imply P=NP. We
show that (xx) implies that we can find a satisfying assignment to a satisfiable
formula-f in-time-O(|f[*-||f||- (mmaogﬁf”ﬁ,'gv)ar(f) /z)))’ where ||f|| is the number
of satisfying assignments of f, |f| is the size of f, and #wvar(f) is the number
of distinct variables in f, and k is a constant. In particular, (%) implies that
for formulas with few solutions we have witness finding algorithms faster than
the known (exponential time) algorithms. We interpret this as strong evidence
that (*x) is false.

All these chapters strive to understand counting and its effects on the struc-
ture of the complexity classes that formalize our view of the world of feasible

computations.



Chapter 2
A Primer of Complexity Classes

This chapter briefly reviews the definitions, meanings, and histories of the com-
plexity classes this thesis studies. Detailed discussions of previous work related to

this thesis are included in each chapter.

2.1 P: Determinism
P={L| Lis accepted by a polynomial time deterministic Turing machine}.

P, deterministic polynomial time, is the class that is widely thought to em-
body the power of reasonable computation (Figure 2.1). In the 1930s, Gédel,
Church, Turing, and Post [God31,Chu36,Tur36,Chu41,Pos46,Dav58] asked what
could be effectively solved by computing machines—that is, what problems are
recursive? Starting in the 1960s, computer scientists have asked which problems
can be efficiently solved by computers. The theory of P and NP, and indeed struc-
tural complexity theory itself, sprang from this desire to understand the limits of
feasible computation.

The notion that polynomial time, g TIME[nk], is the right class to represent
feasible computation is due to Cobham and Edmonds [Cob64,Edm65]. Polynomi-
als grow slowly and are closed under composition (thus allowing subroutine calls).
These features support the claim that P is a reasonable resource bound. The view

that P loosely characterizes “feasibility” is widely accepted.



P - Polynomial Time

Power
Feasible computation.

Definition
P=U; TIME[n"].

Background
P was described as embodying the power of feasible computation by Cob-

ham [Cob64] and Edmonds [Edm65]. The field of design and analysis of

algorithms attempts to place as many problems as possible in P.

Complete Languages
P has well-known complete languages under < fff,’,f’;feme reductions, e.g., the

emptiness for context-free grammars [HU79].

Sample Problem
In a fixed, reasonable proof system, asking if z is a proof of T is a polynomial
time question. In particular, in polynomial time we can check if assignment

z satisfies boolean formula F.

Figure 2.1: P





























































































































































































































































































































































