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Abstract

Counting independent sets on bipartite graphs (#BIS) is considered a canonical counting problem of intermediate approximation complexity. It is conjectured that #BIS neither has an FPRAS nor is as hard as #SAT to approximate. We study #BIS in the general framework of two-state spin systems in bipartite graphs. Such a system is parameterized by three numbers \( (\beta, \gamma, \lambda) \), where \( \beta \) (respectively \( \gamma \)) represents the weight of an edge (or "interaction strength") whose end points are of the same 0 (respectively 1) spin, and \( \lambda \) is the weight of a 1 vertex, also known as an "external field". By convention, the edge weight with unequal 0/1 end points and the vertex weight with spin 0 are both normalized to 1. The partition function of the special case \( \beta = 1, \gamma = 0, \) and \( \lambda = 1 \) counts the number of independent sets. We define two notions, nearly-independent phase-correlated spins and symmetry breaking. We prove that it is #BIS-hard to approximate the partition function of any two-spin system on bipartite graphs supporting these two notions.

As a consequence, we show that #BIS on graphs of degree at most 6 is as hard to approximate as #BIS without degree bound. The degree bound 6 is the best possible as Weitz presented an FPTAS to count independent sets on graphs of maximum degree 5. This result extends to the hard-core model and to other anti-ferromagnetic two-spin models. In particular, for all antiferromagnetic two-spin systems, namely those satisfying \( \beta \gamma < 1 \), we prove that when the infinite \( (\Delta - 1) \)-ary tree lies in the non-uniqueness region then it is #BIS-hard to approximate the partition function on bipartite graphs of maximum degree \( \Delta \), except for the case \( \beta = \gamma \) and \( \lambda = 1 \). The exceptional case is precisely the antiferromagnetic Ising model without an external field, and we show that it has an FPRAS on bipartite graphs. Our inapproximability results match the approximability results of Li et al., who presented an FPTAS for general graphs of maximum degree \( \Delta \) when the parameters lie in the uniqueness region.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases Spin systems, approximate counting, complexity, #BIS-hardness, phase transition

Digital Object Identifier 10.4230/LIPIcs.APPROX-RANDOM.2014.582

* Full version [8].
1 Introduction

There has been great progress in classifying the complexity of counting problems recently. One important success is for counting constraint satisfaction problems ($\#\text{CSP}$), where a sweeping complexity dichotomy is proved [1, 11, 3]. While the landscape of exact counting becomes clearer, the complexity of approximate counting remains mysterious. Two typical classes of problems have been identified: 1) those that have a fully polynomial-time randomized approximation scheme (FPRAS), and 2) those that are $\#\text{SAT}$-hard with respect to approximation preserving reductions (AP-reductions) [9]. If $\text{NP} \neq \text{RP}$ then $\#\text{SAT}$ admits no FPRAS\(^1\) [32], and therefore neither does any problem in the second class. These two classes are analogous to P-time tractable vs. NP-hard decision or optimization problems.

Interestingly, in approximate counting, there has emerged a third distinct class of natural problems, which seems to be of intermediate complexity. It is conjectured [9] that the problems in this class do not have an FPRAS but that they are not as hard as $\#\text{SAT}$ to approximate. A canonical problem in this class has been identified, which is to count the number of independent sets in a bipartite graph (#BIS). Despite many attempts, nobody has found an FPRAS for #BIS or an AP-reduction from #SAT to #BIS. The conjecture is that neither exists. Mossel et al. [27] showed that the Gibbs sampler for sampling independent sets in bipartite graphs mixes slowly even on bipartite graphs of degree at most 6. Another interesting attempted Markov Chain for #BIS by Ge and Stefankovic [15] was also shown later to be slowly mixing by Goldberg and Jerrum [18].

#BIS plays an important role in classifying counting problems with respect to approximation. A trichotomy theorem is shown for the complexity of approximately solving unweighted Boolean counting CSPs, where in addition to problems that are solvable by FPRASes and those that are AP-reducible from #SAT, there is the intermediate class of problems which are equivalent to #BIS [10]. Many counting problems are shown to be #BIS-hard and hence are conjectured to have no FPRAS [2, 7], including estimating the partition function of the ferromagnetic Potts model [19]. Moreover, under AP-reductions #BIS is complete in a logically defined class of problems, called #RH\(1\), to which an increasing variety of problems have been shown to belong. Other typical complete problems in #RH\(1\) include counting the number of downsets in a partially ordered set [9] and computing the partition function of the ferromagnetic Ising model with local external fields [17].

The problem of counting independent sets (#IS) can be viewed as a special case in the general framework of spin systems, which originated from statistical physics to model interactions between neighbors on graphs. In this paper, we focus on two-state spin systems. In general such a system is parameterized by edge weights $\beta, \gamma \geq 0$ and a vertex weight $\lambda > 0$. An instance is a graph $G = (V, E)$. A configuration $\sigma$ is a mapping $\sigma : V \rightarrow \{0, 1\}$ from vertices to (two) spins. The weight $w(\sigma)$ of a configuration $\sigma$ is given by:

$$w(\sigma) = \beta^{m_0(\sigma)} \gamma^{m_1(\sigma)} \lambda^{n_1(\sigma)}$$

(1)

where $m_0(\sigma)$ is the number of $(0, 0)$ edges given by the configuration $\sigma$, $m_1(\sigma)$ is the number of $(1, 1)$ edges, and $n_1(\sigma)$ is the number of vertices assigned 1. We are interested in computing the partition function, which is defined by

$$Z_G(\beta, \gamma, \lambda) = \sum_{\sigma : V \rightarrow \{0, 1\}} w(\sigma).$$

(2)

---

\(^1\) In fact, Zuckerman proves a stronger result—there is no FPRAS for the logarithm of the number of satisfying assignments unless $\text{NP}=\text{RP}$.
The partition function is the normalizing factor of the Gibbs distribution, which is the distribution in which a configuration $\sigma$ is drawn with probability $\Pr_{G,\beta,\gamma,\lambda}(\sigma) = \frac{w(\sigma)}{Z_{G}(\beta,\gamma,\lambda)}$. The spin system is called ferromagnetic if $\beta \gamma > 1$ and antiferromagnetic if $\beta \gamma < 1$. In particular, when $\beta = \gamma$, such a system is the famous Ising model, and when $\beta = 1$ and $\gamma = 0$, it is the hard-core gas model, the partition function of which counts independent sets when $\lambda = 1$. The external field $\lambda$ is typically referred to as the activity or fugacity of the hard-core model.

Approximating the partition function of the hard-core model is especially well studied. We now know that the complexity transition from easy to hard corresponds exactly to the uniqueness of the Gibbs measure in infinite $(\Delta - 1)$-ary trees $T_\Delta$ (for details of these notions, see [16]). Notice that $(\Delta - 1)$-ary trees are graphs of maximum degree $\Delta$, hence our use of the notation $T_\Delta$. On the algorithmic side, Weitz presented a fully polynomial-time approximation scheme (FPTAS) for the hard-core gas model on graphs of maximum degree $\Delta$ when uniqueness holds [31]. On the other hand, Sly showed that the approximation problem is $\#\text{Sat}$-hard for a small interval beyond the uniqueness threshold [29]. Building on their work, it is now established that for all antiferromagnetic 2-spin systems there is an FPTAS for graphs of maximum degree $\Delta$ up to the uniqueness threshold [25] (see also [24, 28]), whereas non-uniqueness implies $\#\text{Sat}$-hardness under AP-reductions on $\Delta$-regular graphs [30] (see also [4, 13]). The only place that remains unclear is exactly at the uniqueness threshold.

A key feature of spin systems in the antiferromagnetic non-uniqueness region is the ability to support a gadget with many vertices whose spins are highly correlated with the phase of the gadget (which is either $+$ or $-$), but are nearly independent among themselves conditioned on that phase. Such a gadget was used by Sly [29] to show inapproximability of the partition function of the hard-core model when $\lambda$ is just above the uniqueness threshold. A different gadget with similar properties was used by Goldberg et al. [20] to show inapproximability on a planar graph when $\lambda$ is much larger. We abstract this notion of nearly-independent phase-correlated spins. It is this feature that enables us to reduce from $\#\text{Sat}$ to approximating the partition function of antiferromagnetic two-spin systems in the non-uniqueness region.

Restricted to bipartite graphs, it appears that supporting nearly-independent phase-correlated spins alone is not enough to imply $\#\text{BIS}$-hardness. It was shown that Sly’s gadget is applicable to the antiferromagnetic Ising model without an external field by Galanis et al. [13]. However, such a system has an FPRAS on bipartite graphs. The reason is that this system is perfectly symmetric on bipartite graphs and therefore can be translated into a ferromagnetic Ising system, whose partition function can be approximated using the FPRAS of Jerrum and Sinclair [22] (see Corollary 13 in the full version [8] for details). To get around this perfectly symmetric case, we introduce the second key concept called symmetry breaking. Symmetry breaking does not refer to whether the parameters of the model are symmetric, but rather whether a gadget can be constructed with a distinguished degree 1 vertex that has a certain asymmetry. Formal definitions of the two notions – nearly-independent phase-correlated spins and symmetry breaking – can be found in Section 3. Our main technical theorem is the following.

**Theorem 1.** Suppose a tuple of parameters $(\beta, \gamma, \lambda, \Delta)$ with $\beta \gamma \neq 1$ and $\Delta \geq 3$ supports nearly-independent phase-correlated spins and symmetry-breaking. Then the partition function (2) of two-spin systems $(\beta, \gamma, \lambda)$ is $\#\text{BIS}$-hard to approximate on bipartite graphs with maximum degree $\Delta$.

Previous hardness proofs for the problem $\#\text{IS}$ and for the problem of estimating the partition function of antiferromagnetic 2-spin systems typically reduce from MAX-CUT or from the problem of counting certain types of cuts [21, 29, 30]. However such a technique
sheds little light in the bipartite setting as cut problems are trivial on bipartite graphs. Reductions between \#BIS-equivalent problems typically involve transformations that “blow up” vertices and edges into sets of vertices that are completely connected, so they do not apply to bounded-degree graphs either.

A key property of Sly’s gadget is that either phase occurs with probability bounded below by an inverse polynomial. This bound is sufficient in Sly’s setting to reduce from MAX-CUT, but it is not enough to construct AP-reductions for our use. We resolve this issue by introducing a balancing construction. The construction takes two copies of a gadget with nearly-independent phase-correlated spins, and produces a new gadget with similarly-correlated spins, but in the new gadget the two phases occur with probability close to 1/2.

The proof of Theorem 1 utilizes an intermediate problem, that is, computing the partition function of antiferromagnetic Ising systems with non-uniform external fields on bipartite graphs. A non-uniform external field means that the instance specifies a subset of vertices on which the external field acts. A 2-spin system with a non-uniform external field is very similar to a Boolean \#CSP with one binary symmetric non-negative valued function (corresponding to edge weights) and one unary non-negative valued function (corresponding to vertex weights) (see, for example [5]).

Our reduction implements an external field, and this is where symmetry breaking comes into play. As discussed earlier, the partition function of Ising model without an external field has an FPRAS, so the symmetry breaking gadget seems necessary. In fact, we show that symmetry breaking holds for all 2-spin systems except for the Ising model without an external field or degenerate systems (i.e., systems satisfying $\beta \gamma = 1$). We also prove that all antiferromagnetic 2-spin systems support nearly-independent phase-correlated spins in the non-uniqueness region. Finally, applying Theorem 1 yields our main result:

\textbf{Theorem 2.} For all tuples of parameters $(\beta, \gamma, \lambda, \Delta)$ with $\Delta \geq 3$ and $\beta \gamma < 1$, except for the case $(\beta = \gamma, \lambda = 1)$, if the infinite $\Delta$-regular tree $T_\Delta$ is in the non-uniqueness region then approximating the partition function (2) on bipartite graphs with maximum degree $\Delta$ is \#BIS-equivalent under AP-reductions.

Let us now survey the approximability picture that this theorem helps establish. For general antiferromagnetic 2-spin models with soft constraints (i.e., $\beta \gamma > 0$), non-uniqueness holds if and only if $\sqrt{\beta \gamma} < \frac{\Delta - 2}{\Delta}$ and $\lambda \in (\lambda_1, \lambda_2)$ for some critical values $\lambda_1$ and $\lambda_2$ depending on $\beta$, $\gamma$, and $\Delta$ (see [25, Lemma 5]). Hence, for all $\beta, \gamma > 0$ where $\beta \gamma < 1$, and all $\Delta \geq 3$ the following holds:

1. If $\sqrt{\beta \gamma} > \frac{\Delta - 2}{\Delta}$, for all $\lambda$, there is an FPTAS to approximate the partition function for $\Delta$-regular graphs [28, 25] (this extends to graphs of maximum degree $\Delta$ in an appropriate sense, see [25] for details).

2. If $\sqrt{\beta \gamma} < \frac{\Delta - 2}{\Delta}$, then there exists $0 < \lambda_1 < \lambda_2$ so that:
   a. For all $\lambda \notin [\lambda_1, \lambda_2]$, there is an FPTAS to approximate the partition function for $\Delta$-regular graphs [28, 25] (this again extends in an appropriate sense to graphs of maximum degree $\Delta$ [25]).
   b. For all $\lambda \in (\lambda_1, \lambda_2)$, it is \#SAT-hard to approximate the partition function on $\Delta$-regular graphs [30].
   c. For all $\lambda \in (\lambda_1, \lambda_2)$, it is \#BIS-hard to approximate the partition function on bipartite graphs of maximum degree $\Delta$ (Theorem 2 in this paper).

For the particular case of the hard-core model the critical value (i.e., critical activity $\lambda_c(\Delta)$) is more easily stated. For the hard-core model (i.e., $\beta = 0$ and $\gamma = 1$) Kelly [23]
showed that non-uniqueness holds on $T_{\Delta}$ if and only if $\lambda > \lambda_c(\Delta) = \frac{(\Delta - 1)^{\Delta - 1}}{(\Delta - 2)^{\Delta - 2}}$. As a consequence we get the following corollary for the hard-core model.

**Corollary 3.** For all $\Delta \geq 3$, all $\lambda > \lambda_c(\Delta)$, it is $\#\text{BIS}$-hard to approximate the partition function of the hard-core model on bipartite graphs of maximum degree $\Delta$.

We also get a corollary concerning the more general partition function as long as $\beta$ and $\gamma$ are less than 1 and the degree bound $\Delta$ is sufficiently large. For and $\beta$ and $\gamma$ satisfying $0 < \beta, \gamma < 1$ and any $\lambda > 0$, there exists a $\Delta$ such that $(\beta, \gamma, \lambda)$ is in the non-uniqueness region of $T_{\Delta}$ [25, Lemma 21.2]. This implies the following corollary.

**Corollary 4.** For every $0 < \beta, \gamma < 1$ and $\lambda > 0$, there exists a $\Delta$ such that the 2-spin system with parameters $\beta, \gamma$, and with uniform or non-uniform external field $\lambda$ on bipartite graphs with degree bound $\Delta$ is $\#\text{BIS}$-equivalent under $\text{AP}$-reductions, except when $\beta = \gamma$ and $\lambda = 1$, in which case it has an $\text{FPRAS}$.

More generally, for antiferromagnetic 2-spin systems we get the following picture for the complexity of approximating the partition function on general graphs. As usual there is a difficulty classifying the complexity of approximating the partition function at the boundary between uniqueness and non-uniqueness. To address this issue, for parameters $(\beta, \gamma, \lambda, \Delta)$, [25] define a notion of up-to-$\Delta$ unique which is equivalent to the parameters lying in the interior of the uniqueness region for the infinite $(d - 1)$-ary tree $T_d$ for all $3 \leq d \leq \Delta$ (see Definition 7 in [25]). Moreover, the parameters $(\beta, \gamma, \lambda)$ satisfy $\infty$-strict-uniqueness if it is up-to-$\infty$ unique.$^2$ On the other side, we say the parameters $(\beta, \gamma, \lambda)$ satisfy $\infty$-non-uniqueness if for some $\Delta \geq 3$ the tree $T_{\Delta}$ has non-uniqueness. The only gap between the notions of $\infty$-strict-uniqueness and $\infty$-non-uniqueness is the case when the parameters $(\beta, \gamma, \lambda)$ are at the uniqueness/non-uniqueness threshold of $T_{\Delta}$ for some $\Delta$.

The following result detailing the complexity for general graphs is now established.

**Corollary 5.** For all tuples of parameters $(\beta, \gamma, \lambda)$ with $\beta \gamma < 1$, the following holds:

1. If the parameters satisfy $\infty$-strict-uniqueness then there is a FPTAS for the partition function for all graphs [25, Theorem 2].
2. If the parameters satisfy $\infty$-non-uniqueness then:
   a. it is $\#\text{SAT}$-hard to approximate the partition function on graphs [30].
   b. it is $\#\text{BIS}$-hard to approximate the partition function on bipartite graphs (Theorem 2 in this paper).

A recent paper of Liu et al. [26] shows that our Theorem 1 can also be used to analyse the complexity of ferromagnetic partition functions (where $\beta \gamma > 1$). In particular, it uses Theorem 1 to show $\#\text{BIS}$-hardness for approximating the partition function for ferromagnetic 2-spin systems when $\beta \neq \gamma$ for sufficiently large external field $\lambda$. An interesting problem that remains open is to prove $\#\text{BIS}$-hardness for the entire non-uniqueness region for ferromagnetic 2-spin systems with $\beta \neq \gamma$.

## 2 Approximation-Preserving Reductions and $\#\text{BIS}$

We are interested in the complexity of approximate counting. Let $\Sigma$ be a finite alphabet. We want to approximate the value of a function $f : \Sigma^* \rightarrow \mathbb{R}$. A randomized approximation
scheme is an algorithm that takes an instance $x \in \Sigma^*$ and a rational error tolerance $\varepsilon > 0$ as inputs, and outputs a rational number $z$ such that, for every $x$ and $\varepsilon$, \Pr[|e^{-\varepsilon f(x)} - z| \leq e^{-\varepsilon f(x)}] \geq \frac{3}{4}$. A fully polynomial randomized approximation scheme (FPRAS) is a randomized approximation scheme which runs in time bounded by a polynomial in $|x|$ and $\varepsilon^{-1}$. Note that the quantity $\frac{3}{4}$ can be changed to any value in the interval $(\frac{1}{2}, 1)$ or even $1 - 2^{-n^c}$ for a problem of size $n$ without changing the set of problems that have fully polynomial randomized approximation schemes since the higher accuracy can be achieved with only polynomial delay by taking a majority vote of multiple samples.

Dyer et al. [9] introduced the notion of approximation-preserving reductions. Suppose $f$ and $g$ are two functions from $\Sigma^*$ to $\mathbb{R}$. An approximation-preserving reduction (AP-reduction) from $f$ to $g$ is a randomized algorithm $\mathcal{A}$ to approximate $f$ using an oracle for $g$. The algorithm $\mathcal{A}$ takes an input $(x, \varepsilon) \in \Sigma^* \times (0, 1)$, and satisfies the following three conditions:

(i) every oracle call made by $\mathcal{A}$ is of the form $(y, \delta)$, where $y \in \Sigma^*$ is an instance of $g$, and $0 < \delta < 1$ is an error bound satisfying $\delta^{-1} \leq \text{poly}(|x|, \varepsilon^{-1})$; (ii) the algorithm $\mathcal{A}$ meets the specification for being a randomized approximation scheme for $f$ whenever the oracle meets the specification for being a randomized approximation scheme for $g$; (iii) the run-time of $\mathcal{A}$ is polynomial in $|x|$ and $\varepsilon^{-1}$.

If an AP-reduction from $f$ to $g$ exists, we write $f \leq_{\text{AP}} g$, and say that $f$ is AP-reducible to $g$. If $f \leq_{\text{AP}} g$ and $g \leq_{\text{AP}} f$, then we say that $f$ and $g$ are AP-interreducible or AP-equivalent, and write $f \equiv_{\text{AP}} g$. The problem #BIS is defined as follows.

**Name.** #BIS.

**Instance.** A bipartite graph $B$.

**Output.** The number of independent sets in $B$.

In this paper, we are interested in 2-spin systems over bounded degree bipartite graphs parameterized by a tuple $(\beta, \gamma, \lambda)$. We say a real number $z$ is efficiently approximable if there is an FPRAS for the problem of computing $z$. Throughout the paper we only deal with non-negative real parameters that are efficiently approximable. For efficiently approximable non-negative real numbers $\beta, \gamma, \lambda$ and a positive integer $\Delta$, we define the problem of computing the partition function of the 2-spin system $(\beta, \gamma)$ with external field $\lambda$ on bipartite graphs of bounded degree $\Delta$, as follows.

**Name.** Bi-$(\text{M})$-2-Spin$(\beta, \gamma, \lambda, \Delta)$.

**Instance.** A bipartite (multi)graph $B = (V, E)$ with degree bound $\Delta$.

**Output.** The quantity

$$Z_B(\beta, \gamma, \lambda) = \sum_{\sigma : V \rightarrow \{0, 1\}} \lambda^{\sum_{v \in V} \sigma(v)} \prod_{(v, u) \in E} \beta^{(1-\sigma(v))(1-\sigma(u))} \gamma^{\sigma(v)\sigma(u)}.$$  

Notice that we also introduced a multigraph version of the same problem. It will be useful later. We drop the parameter $\Delta$ when there is no degree bound, that is, Bi-2-Spin$(\beta, \gamma, \lambda)$ is the same as Bi-2-Spin$(\beta, \gamma, \lambda, \infty)$.

We also found the notion of non-uniform external field useful in the reductions. The following problems are introduced as intermediate problems. We also introduce a multigraph version, but as intermediate problems we do not need the bounded degree variant.

**Name.** Bi-$(\text{M})$-NonUniform-2-Spin$(\beta, \gamma, \lambda)$.

**Instance.** A bipartite (multi)graph $B = (V, E)$ and a subset $U \subseteq V$.

**Output.** The quantity

$$Z_{B,U}(\beta, \gamma, \lambda) = \sum_{\sigma : V \rightarrow \{0, 1\}} \lambda^{\sum_{v \in U} \sigma(v)} \prod_{(v, u) \in E} \beta^{(1-\sigma(v))(1-\sigma(u))} \gamma^{\sigma(v)\sigma(u)}.$$
3 Key Properties of the Gadget

In this section we define two key concepts: nearly-independent phase-correlated spins and symmetry breaking.

We first describe the basic setup of a certain gadget. For positive integers $\Delta$, $t$ and $n$ where $n$ is even and is at least $2t$, let $T^-$ and $T^+$ be disjoint vertex sets of size $t$ and let $V^-$ be a size-$n/2$ superset of $T^-$ and $V^+$ be a size-$n/2$ superset of $T^+$ which is disjoint from $V^-$. Let $T = T^- \cup T^+$ and $V(t, n) = V^- \cup V^+$. Let $\mathcal{G}(t, n, \Delta)$ be the set of bipartite graphs with vertex partition $(V^-, V^+)$ in which every vertex has degree at most $\Delta$ and every vertex in $T$ has degree at most $\Delta - 1$. We refer to the vertices in $T$ as “terminals”. Vertices in $T^+$ are “positive terminals” and vertices in $T^-$ are “negative terminals”.

When the gadget $G$ is drawn from $\mathcal{G}(t, n, \Delta)$, we use the notation $T(G)$ to refer to the set of terminals. Each configuration $\sigma : V(t, n) \to \{0, 1\}$ is assigned a unique phase $Y(\sigma) \in \{-, +\}$. Roughly in our applications of the definitions below the phase of a configuration $\sigma$ is $\pi$ if $V^\pi$ contains more vertices with spin $1$ than does $V^{-\pi}$.

We define measures $Q^+$ and $Q^-$. Fix some $0 < q^- < q^+ < 1$. For any positive integer $t$,

- $Q^+$ is the distribution on configurations $\tau : T \to \{0, 1\}$ such that, for every $v \in T^+$, $\tau(v) = 1$ independently with probability $q^+$ and, for every $v \in V^-$, $\tau(v) = 1$ independently with probability $q^-$, and

- $Q^-$ is the distribution on configurations $\tau : T \to \{0, 1\}$ such that, for every $v \in T^-$, $\tau(v) = 1$ independently with probability $q^+$ and, for every $v \in T^+$, $\tau(v) = 1$ independently with probability $q^-$.

To give a rough sense for the values $q^-$ and $q^+$ they will correspond to the marginal probabilities of the root of an infinite tree obtained by taking limits of finite trees with appropriate boundary conditions, see Section 7 of the full version [8] for more details.

To prove the #BIS-hardness we need a gadget where the spins of the terminals are drawn from distributions close to $Q^+$ or $Q^-$ conditioned on the phase $+$ or $-$.\[\vspace{5pt}\]

\begin{definition}
A tuple of parameters $(\beta, \gamma, \lambda, \Delta)$ supports nearly-independent phase-correlated spins if there are efficiently-approximable values $0 < q^- < q^+ < 1$ such that the following is true. There are functions $n(t, \varepsilon)$, $m(t, \varepsilon)$, and $f(t, \varepsilon)$, each of which is bounded from above by a polynomial in $t$ and $\varepsilon^{-1}$, and for every $t$ and $\varepsilon$ there is a distribution on graphs in $\mathcal{G}(t, n(t, \varepsilon), \Delta)$ such that a gadget $G = (V, E)$ with terminals $T$ can be drawn from the distribution within $m(t, \varepsilon)$ time, and the probability that the following inequalities hold is at least $3/4$:

1. The phases are roughly balanced, i.e.,

$$\frac{\Pr_{G; \beta, \gamma, \lambda}(Y(\sigma) = +)}{f(t, \varepsilon)} \geq \frac{1}{f(t, \varepsilon)} \quad \text{and} \quad \frac{\Pr_{G; \beta, \gamma, \lambda}(Y(\sigma) = -)}{f(t, \varepsilon)} \geq \frac{1}{f(t, \varepsilon)}.$$ 

2. For a configuration $\sigma : V \to \{0, 1\}$ and any $\tau : T \to \{0, 1\}$,

$$\left| \frac{\Pr_{G; \beta, \gamma, \lambda}(\sigma|T = \tau \mid Y(\sigma) = +)}{Q^+(\tau)} - 1 \right| \leq \varepsilon \quad \text{and} \quad \left| \frac{\Pr_{G; \beta, \gamma, \lambda}(\sigma|T = \tau \mid Y(\sigma) = -)}{Q^-(\tau)} - 1 \right| \leq \varepsilon.$$

\end{definition}

In fact, given a gadget with the above property, one can construct a gadget where the phases are (nearly) uniformly distributed as detailed in the following definition.
Definition 7. We say that the tuple of parameters $(\beta, \gamma, \lambda, \Delta)$ supports balanced nearly-independent phase-correlated spins if Definition 6 holds with (3) replaced by:

$$\Pr_{G; \beta, \gamma, \lambda}(Y(\sigma) = +) \geq \frac{1 - \varepsilon}{2} \quad \text{and} \quad \Pr_{G; \beta, \gamma, \lambda}(Y(\sigma) = -) \geq \frac{1 - \varepsilon}{2},$$

where $\varepsilon$ is quantified as in Definition 6.

In Section 5 of the full version [8], we prove the following lemma, which shows that for essentially all 2-spin systems, Definition 6 implies Definition 7. The lemma is proved by constructing a balanced gadget by combining two unbalanced ones.

Lemma 8. If the parameter tuple $(\beta, \gamma, \lambda, \Delta)$ with $\beta \gamma \neq 1$ supports nearly-independent phase-correlated spins, then it supports balanced nearly-independent phase-correlated spins.

The main technical result for proving \#BIS-hardness for 2-spin antiferromagnetic systems in the tree non-uniqueness region is the following lemma, which is proved in Section 7 of the full version [8]. The proof is rather technical, and is based on a detailed analysis of Sly’s gadget [29], using ideas from [14]. Once a gadget is constructed, it can be balanced using Lemma 8.

Lemma 9. For all $\Delta \geq 3$, all $\beta, \gamma, \lambda > 0$ where $\beta \gamma < 1$, if the infinite $\Delta$-regular tree $T_\Delta$ is in the non-uniqueness region then the tuple of parameters $(\beta, \gamma, \lambda, \Delta)$ supports balanced nearly-independent phase-correlated spins.

The second property of the gadget is the notion of symmetry breaking which is relatively simple.

Definition 10. We say that a tuple of parameters $(\beta, \gamma, \lambda, \Delta)$ supports symmetry-breaking if there is a bipartite graph $H$ whose vertices have degree at most $\Delta$ which has a distinguished degree-1 vertex $v_H$ such that $\Pr_{H; \beta, \gamma, \lambda}(\sigma_{v_H} = 1) \notin \{0, \lambda/(1 + \lambda), 1\}$.

We will prove in Section 6 of the full version [8] that symmetry breaking holds for all 2-spin models except in two cases (where we have tractability).

Lemma 11. Assume $\Delta \geq 3$. The parameters $(\beta, \gamma, \lambda, \Delta)$ support symmetry breaking unless

(i) $\beta \gamma = 1$ or

(ii) $\beta = \gamma$ and $\lambda = 1$.

Having Lemma 9 and Lemma 11, Theorem 2 is a straightforward consequence of Theorem 1.

4 General Reduction

In this section we prove Theorem 1. We first show how the two notions of “nearly-independent phase-correlated spins” and “symmetry-breaking” lead to \#BIS-hardness.

4.1 An Intermediate Problem

The goal of this section is to show that it is \#BIS-hard to approximate the partition function of antiferromagnetic Ising models with non-uniform non-trivial external fields on bipartite graphs.

Lemma 12. For any $0 < \alpha < 1$, $\lambda > 0$ and $\frac{\lambda}{1 + \lambda} \neq 1$, \#BIS $\leq_{\text{exp}}$ Bi-M:NONUNIFORM-2-SPIN($\alpha, \alpha, \lambda$).
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Proof. By flipping 0 to 1 and 1 to 0 for each configuration \( \sigma \), we see that Bi-M-NONUNIFORM-2-Spin\((\alpha, \alpha, \lambda)\) is in fact the same as Bi-M-NONUNIFORM-2-Spin\((\alpha, \alpha, 1/\lambda)\). Hence we may assume \( \lambda < 1 \).

Let \( M = \left( \begin{array}{c} 1 \\ \alpha \end{array} \right) \) and \( \left( \begin{array}{c} \rho_1 \\ \rho_0 \end{array} \right) = M = \left( \begin{array}{c} 1 \\ \frac{1}{1+\alpha \lambda} \end{array} \right) \). Note that \( \alpha < 1 \) and \( \lambda < 1 \), so \( \rho_1 > \rho_0 \). Let \( B = (V, E) \) be an input to #BIS with \( n = |V| \) and \( m = |E| \). Let \( I_B \) be the number of independent sets of \( B \). Let \( \varepsilon \) be the desired accuracy of the reduction. We will construct an instance \( B' = (V', E') \) with a specified vertex subset \( U \subseteq V' \) for Bi-M-NONUNIFORM-2-Spin\((\alpha, \alpha, \lambda)\) such that \( \exp\left(\frac{-\varepsilon}{2}\right) I_B \leq Z_{B',U}(\alpha, \alpha, \lambda)/C \leq \exp\left(\frac{\varepsilon}{4}\right) I_B \), where \( C \) is a quantity that is easy to approximate. Therefore it suffices to call oracle Bi-M-NONUNIFORM-2-Spin\((\alpha, \alpha, \lambda)\) on \( B' \) with the specified subset \( U \) with accuracy \( \frac{\varepsilon}{4} \) and approximate \( C \) within \( \frac{\varepsilon}{4} \).

The construction of \( B' \) involves two positive integers \( t_1 \) and \( t_2 \). Let \( t_1 \) be the least positive integer (depending on \( n \) and \( \varepsilon \)) satisfying the first equation in (6) and let \( t_2 \) be the least positive integer depending on \( n \), \( \varepsilon \) and \( t_1 \) satisfying the second equation in (6).

\[
\alpha^{2t_1} \leq \frac{\varepsilon}{6 \cdot 2^m} \quad \text{and} \quad \left( \frac{\rho_0}{\rho_1} \right)^{t_2} \leq \frac{\alpha^{t_1 \cdot m} \cdot \varepsilon}{6 \cdot 2^{t_1 \cdot m + n}}.
\]

Note that both \( t_1 \) and \( t_2 \) are bounded from above by a polynomial in \( n \) and \( \varepsilon^{-1} \). Given the integers \( t_1 \) and \( t_2 \), the graph \( B' \) is constructed as follows. Let \( W_v = \{ w_{v,j} \mid 1 \leq j \leq t_1 \deg(v) \} \) for each \( v \in V \) where \( \deg(v) \) is the degree of \( v \) in \( B \). Let \( U_{v,j} = \{ u_{v,j,k} \mid 1 \leq k \leq t_2 \} \) for any \( v \in V \) and \( 1 \leq j \leq t_1 \deg(v) \). Let \( W = \bigcup_{v \in V} W_v \) and \( U = \bigcup_{v \in V} \bigcup_{1 \leq j \leq t_1 \deg(v)} U_{v,j} \). The vertex set of \( B' \) is \( V' = V \cup U \cup W \). Note that \( |W| = 2t_1 m \) and \( |U| = 2t_1 t_2 m \).

We add \( t_1 \) parallel edges between \( u \) and \( v \) for each \( (u, v) \in E \) and add edges between \( v \) and every vertex in \( W_v \) and between \( w_{v,j} \) and \( w_{v,j} \) in every vertex in \( U_{v,j} \) for each \( v \in V \) and \( 1 \leq j \leq t_1 \deg(v) \). Formally the edge set of \( B' \) is \( E' = \left( \bigcup_{1 \leq i \leq t_1} E \right) \cup \bigcup_{v \in V} E_v \cup \bigcup_{1 \leq j \leq t_1 \deg(v)} E_{v,j} \), where \( \cup \) denotes a disjoint union as a multiset of \( t_1 \) copies of \( E \), \( E_v = \{(v, w) \mid w \in W_v \} \) and \( E_{v,j} = \{(w_{v,j}, u) \mid u \in U_{v,j} \} \) for each \( v \) and \( j \).

Let \( C = \rho_1^{t_1} \alpha^{t_1 \cdot m} \) and \( N = \left( \frac{1}{1 \cdot \alpha^{t_1 \cdot m}} \right) \). For each \( \sigma : V \cup W \rightarrow \{0, 1\} \), let \( w(\sigma) \) be the contribution to \( Z_{B',U}(\alpha, \alpha, \lambda) \) of configurations that are consistent with \( \sigma \). First consider configurations \( \sigma \) such that \( \sigma(w) = 1 \) for all \( w \in W \). Denote by \( \Sigma \) the set of all such configurations on \( V \cup W \). Then for \( \sigma \in \Sigma \),

\[
w(\sigma) = \rho_1^{t_1 |W|} \prod_{(u,v) \in E} (M_{1,\sigma(u)} M_{\sigma(u),\sigma(v)} M_{\sigma(v),1})^{t_1} = C \prod_{(u,v) \in E} N_{\sigma(u),\sigma(v)}.
\]

Let \( \Sigma^{\text{ind}} \subset \Sigma \) be the subset of configurations which induce an independent set on the vertices \( V \) and \( Z^{\text{ind}} \) be its contribution to \( Z_{B',U}(\alpha, \alpha, \lambda) \). Let \( \Sigma^{\text{bad}} = \Sigma \setminus \Sigma^{\text{ind}} \) and \( Z^{\text{bad}} \) be its contribution. If \( \sigma \in \Sigma^{\text{ind}} \) then \( w(\sigma) = C \). Otherwise, \( w(\sigma) \leq \alpha^{2t_1} C \). It implies

\[
Z^{\text{ind}} = I_B \cdot C \quad \text{and} \quad Z^{\text{bad}} \leq 2^m \alpha^{2t_1} C \leq \frac{\varepsilon}{6} \cdot C,
\]

since \( t_1 \) satisfies Eq. (6). Next consider configurations \( \sigma \) on \( V \cup W \) such that \( \sigma(w) = 0 \) for at least one \( w \in W \). Denote this set by \( \Sigma' \) and its contribution by \( Z^{\text{small}} \). Then for \( \sigma \in \Sigma' \),

\[
w(\sigma) \leq \left( \frac{\rho_0}{\rho_1} |W|^{-1} \right)^{t_2} \leq \left( \frac{\rho_0}{\rho_1} \right)^{t_2} \frac{|W|}{\alpha^{t_1 \cdot m}} \leq \frac{\varepsilon}{6} \cdot C, \quad \text{since} \quad |\Sigma'| \leq 2^{t_1 \cdot m + n}
\]

It implies \( Z^{\text{small}} \leq 2^{t_1 \cdot m + n} \left( \frac{\rho_0}{\rho_1} \right)^{t_2} \frac{C}{\alpha^{t_1 \cdot m}} \leq \frac{\varepsilon}{6} \cdot C \), since \( |\Sigma'| \leq 2^{t_1 \cdot m + n} \) and \( t_2 \) satisfies Eq. (6). Using this with Eq. (7) we have

\[
Z_{B',U}(\alpha, \alpha, \lambda) = Z^{\text{ind}} + Z^{\text{bad}} + Z^{\text{small}} \leq I_B \cdot C + \frac{\varepsilon}{6} \cdot C + \frac{\varepsilon}{6} \cdot C \leq \exp\left(\frac{\varepsilon}{3}\right) I_B \cdot C,
\]
and clearly $Z_{B',U}(\alpha, \alpha, \lambda) \geq I_B \cdot C$. It is also clear that $C$ can be approximated accurate enough given FPRAS’s for $\lambda$ and $\alpha$. This finishes our proof.

\section{Simulating the Antiferromagnetic Ising Model}

In this section we prove the following lemma.

\textbf{Lemma 13.} Suppose $\beta, \gamma$ and $\lambda$ are efficiently approximable reals satisfying $\beta, \gamma \geq 0$, $\lambda > 0$ and $\beta \gamma \neq 1$. Suppose that $\Delta$ is either an integer that is at least 3 or $\Delta = \infty$ (indicating that we do not have a degree bound). If $(\beta, \gamma, \lambda, \Delta)$ supports nearly-independent phase-correlated spins and symmetry breaking, then there exist efficiently approximable $0 < \alpha < 1$ and $\lambda' > 0$ such that $\lambda' \neq 1$ and $\text{Bi-M-NONUNIFORM-2-Spin}(\alpha, \alpha, \lambda') \leq_{\text{AP}} \text{Bi-2-Spin}(\beta, \gamma, \lambda, \Delta)$.

\textbf{Proof.} We prove the antiferromagnetic case first, that is, $\beta \gamma < 1$. $\alpha$ and $\lambda'$ are chosen as follows. Recall that $M = \left( \frac{1}{\beta} \frac{1}{\gamma} \right)$ and $M^+ = \left( \frac{1-\beta}{1-\beta q^+} \frac{1-\gamma}{1-\gamma q^+} \right)$. Let $N = M^+ M(M^+)^\tau = \left( \frac{N_{-} - N_{+}}{N_{+} - N_{++}} \right)$. Then $\det(N) = (\beta \gamma - 1)(q^+ - q^-)^2 < 0$. Therefore $N_{-} N_{++} < N_{++} N_{-}$ and let $\alpha = \frac{N_{-}}{N_{++}} < 1$. Moreover, suppose $H$ is the symmetry breaking gadget with distinguished vertex $v_H$. Let $\rho = (\rho_0, \rho_1)$ where $\rho_i$ denote $\text{Pr}_{B',\beta,\gamma,\lambda}(\sigma_{v_H} = i)$ for spin $i \in \{0, 1\}$ and $\rho_0 + \rho_1 = 1$. Let $\rho' = \left( \frac{\rho_0}{\rho_1} \right) = M^+ \left( \rho_i / \rho_0 \right)$, and $\lambda' = \frac{\lambda}{\rho_0}$. It is easy to verify that $\lambda' \neq 1$ as $\rho_1 \neq \lambda/(1 + \lambda)$ by the symmetry breaking assumption.

Given $0 < \varepsilon < 1$ and a bipartite multigraph $B = (V, E)$ with a subset $U \subseteq V$ where $|V| = n$, $|E| = m$, and $|U| = n'$, our reduction first constructs a bipartite graph $B'$ with degree at most $\Delta$. The construction of $B'$ involves a gadget $G$. Since $(\beta, \gamma, \lambda, \Delta)$ supports nearly-independent phase-correlated spins, by Lemma 8 $(\beta, \gamma, \lambda, \Delta)$ also supports balanced nearly-independent phase-correlated spins. Therefore we draw $G \sim G(t, n(t', \varepsilon), \Delta)$ such that Eq. (5) and Eq. (4) hold with probability at least $3/4$, where $t = m + 1$ and $\varepsilon' = \frac{\varepsilon}{8m}$. Assume $G$ satisfies them and otherwise the reduction fails. We will construct $B'$ such that

$$\exp\left( -\frac{\varepsilon}{2} \right) Z_{B, U}(\alpha, \alpha, \lambda) \leq \frac{Z_{B'}}{(N_{-} - N_{+})^m (\rho_0 Z_H)^{m'}} \leq \exp\left( \frac{\varepsilon}{2} \right) Z_{B, U}(\alpha, \alpha, \lambda'),$$

where we use the abbreviated expressions $Z_{B'} = Z_{B'}(\beta, \gamma, \lambda)$, $Z_H = Z_H(\beta, \gamma, \lambda)$, and $Z_G = Z_G(\beta, \gamma, \lambda)$. The lemma follows by one oracle call for $Z_{B'}$ with accuracy $\frac{\varepsilon}{2}$, one oracle call for $Z_G$ with accuracy $\frac{\varepsilon}{m}$, and an approximation of other terms in the denominator with accuracy $\frac{\varepsilon}{m}$ using FPRAS's for $q^-, q^+$, $\beta$, $\gamma$, and $\lambda$.

The graph $B'$ is constructed as follows. For each vertex $v \in V$ we introduce a copy of $G$, denoted by $G_v$ with vertex set $V(G_v)$. Moreover, for each vertex $u \in U$ we introduce a copy of $H$, denoted by $H_u$. Whenever a terminal vertex is used in the construction once, we say it is occupied. For each $(u, v) \in E$, we connect one currently unoccupied positive (and respectively negative) terminal of $G_u$ to one currently unoccupied positive (and respectively negative) terminal of $G_v$. Denote by $E'$ all these edges between terminals. For each $u \in U$, we identify an unoccupied positive terminal of $G_u$ with the distinguished vertex $v_H$ of $H_u$. We denote this terminal by $t_u$. The resulting graph is $B'$. It is clear that $B'$ is bipartite and has bounded degree $\Delta$.

Let $\hat{\sigma} : V \rightarrow \{-, +\}$ be a configuration of the phases of the $G_v$’s. Let $Z_{B'}(\hat{\sigma})$ be the contribution to $Z_{B'}$ from the configurations $\sigma$ that are consistent with $\hat{\sigma}$ in the sense that, for each $v \in V$, $\sigma_{V(G_v)} = \hat{\sigma}(v)$. Then $Z_{B'} = \sum_{\hat{\sigma}} Z_{B'}(\hat{\sigma})$. Let $T$ be the set of all terminals $T = \cup_{v \in V} T(G_v)$ and $\tau : T \rightarrow \{0, 1\}$ be a configuration on $T$. Let $\tau_{T(G_v)}$ be the configuration $\tau$ restricted to $T(G_v)$. Recall that for $\pi \in \{-, +\}$, $Z_{G_v}^\pi(\tau_{T(G_v)})$ is the
contribution to $Z_{G_v}$ from configurations that have phase $\pi$ and are consistent with $\tau_{T(G_v)}$. Also, $Pr_{G_v, \beta, \gamma, \lambda}(\tau_{T(G_v)}) | Y(\sigma_v(G_v)) = \pi) = Z_{G_v}(\tau_{T(G_v)})/Z_{G_v}$. Moreover, for each $u \in U$ and each spin $i \in \{0,1\}$, let $Z_{H_u}(i)$ be the contribution to $Z_{H_u}$ from configurations $\sigma$ with $\sigma(t_u) = i$. Hence, $\rho_u = Pr_{H_u, \beta, \gamma, \lambda}(\sigma(t_u) = i) = \frac{Z_{H_u}(i)}{Z_{H_u}}$. We express $Z_{B'}(\tilde{\sigma})$ as

$$Z_{B'}(\tilde{\sigma}) = \sum_{\tau: T \rightarrow \{0,1\}} |w_{E'}(\tau)| \prod_{v \in V} Z_{G_v}^{\tilde{\sigma}(v)}(\tau_{T(G_v)}) \prod_{u \in U} Z_{H_u}(\tau(t_u))/\chi^t(u)$$.  \hspace{1cm} (5)

where $w_{E'}(\tau)$ is the contribution of edges in $E'$ given configuration $\tau$. Notice that we divide the last factor by $\chi$ when $\tau(t_u) = 1$ because we counted the vertex weight twice in that case. Define $\tilde{Z}_{B'}(\tilde{\sigma})$ to be an approximation version of the partition function where on each $T(G_v)$ the spins are chosen exactly according to $Q'$. That is,

$$\tilde{Z}_{B'}(\tilde{\sigma}) = \sum_{\tau: T \rightarrow \{0,1\}} |w_{E'}(\tau)| \prod_{v \in V} Z_{G_v}^{\tilde{\sigma}(v)}(\tau_{T(G_v)}) \prod_{u \in U} Z_{H_u}(\tau(t_u))/\chi^t(u)$$.  \hspace{1cm} (8)

Let $\tilde{Z}_{B'} = \sum_{\tilde{\sigma}} \tilde{Z}_{B'}(\tilde{\sigma})$. Eq. (4) implies that $Z_{B'}(\tilde{\sigma})$ and $\tilde{Z}_{B'}(\tilde{\sigma})$ are close, that is,

$$ (1 - \varepsilon')^n \leq \frac{Z_{B'}(\tilde{\sigma})}{\tilde{Z}_{B'}(\tilde{\sigma})} \leq (1 + \varepsilon')^n. \hspace{1cm} (9)$$

Moreover Eq. (5) implies that

$$ \left(1 - \frac{\varepsilon'}{2}\right)^n \leq \frac{\tilde{Z}_{B'}(\tilde{\sigma})}{Z_{G_v}(\tilde{\sigma})} \leq \left(1 + \frac{\varepsilon'}{2}\right)^n. \hspace{1cm} (10)$$

Notice that here $Z_{G_v}$ is the same for any $v \in V$ as the $G_v$’s are identical copies of $G$. Now, given $\tilde{\sigma}$, we calculate $\sum_{\tau: T \rightarrow \{0,1\}} |w_{E'}(\tau)| \prod_{v \in V} Q^{\tilde{\sigma}(v)}(\tau_{T(G_v)}) \prod_{u \in U} Z_{H_u}(\tau(t_u))/\chi^t(u)$. As the measure $Q^{\tilde{\sigma}(v)}$ is i.i.d., we may count the weight of each edge in $E'$ independently. Notice that $N_{\tau, \tau'}$ is the edge contribution when one end point is chosen with probability $q^{\tau}$ and the other $q^{\tau'}$. For an edge $(u, v) \in E'$, if $u$ and $v$ are assigned the same phase $+,+,$ then an edge in $E'$ connecting one $+ +$ terminal of $G_v$ and one $+$ terminal of $G_v$ gives a weight of $N_{+,+}$ and an edge connecting two $-$ terminals gives $N_{-,+}$. The total weight is $\mu_1 = N_{+,+}$. Similarly if $u$ and $v$ are assigned the same phase $-,+$, the total weight is $\mu_1$ as well. On the other hand if $u$ and $v$ are assigned distinct phases $+ -$ the total weight is $\mu_2 = N_{-,+}$. Recall that $\alpha = \frac{\mu_1}{\mu_2}$. Moreover, for each $u \in U$, if $\tilde{\sigma}(u) = +$, then the contribution of $H_u$ is $\rho_u Z_{H_u}$ and otherwise $\rho_u Z_{H_u}$. Notice that here $Z_{H_u}$ is the same for any $u \in U$ as the $H_u$’s are identical copies of $H$. Recall that $\lambda' = \frac{\alpha}{\rho_0}$. Plugging these calculations into Eq. (8), we have

$$\tilde{Z}_{B'}(\tilde{\sigma}) = \left(\prod_{v \in V} Z_{G_v}^{\tilde{\sigma}(v)}\right) \cdot \left(\mu_1^{m_+^{\tilde{\sigma}}}(\rho_1 Z_{H})^{m_+^{\tilde{\sigma}}}(\rho_1 Z_{H})^{n_+^{\tilde{\sigma}}}ight) \cdot \left(\mu_2^{-m^-^{\tilde{\sigma}}}(\rho_0 Z_{H})^{m^-^{\tilde{\sigma}}}(\rho_0 Z_{H})^{n^-^{\tilde{\sigma}}}ight) \cdot \left(\alpha^{m_+^{\tilde{\sigma}}}(\lambda')^{n_+^{\tilde{\sigma}}}(\lambda')^{n_+^{\tilde{\sigma}}}ight).$$

Where $m_+^{\tilde{\sigma}}$ denotes the number of edges of which the two endpoints are of the same phase given $\tilde{\sigma}$, and $n_+^{\tilde{\sigma}}$ denotes the number of vertices in $U$ that are assigned $+$ given $\tilde{\sigma}$. Apply Eq.(10) to Eq.(11),

$$(1 - \varepsilon')^n \left(\alpha^{m_+^{\tilde{\sigma}}}(\lambda')^{n_+^{\tilde{\sigma}}}(\lambda')^{n_+^{\tilde{\sigma}}}ight) \leq \frac{\tilde{Z}_{B'}(\tilde{\sigma})}{\mu_2^{m^-^{\tilde{\sigma}}}(\rho_0 Z_{H})^{m^-^{\tilde{\sigma}}}} \frac{Z_{G_v}^{\tilde{\sigma}(v)}}{\mu_2^{m^-^{\tilde{\sigma}}}(\rho_0 Z_{H})^{m^-^{\tilde{\sigma}}}} \leq (1 + \varepsilon')^n \left(\alpha^{m_+^{\tilde{\sigma}}}(\lambda')^{n_+^{\tilde{\sigma}}} \cdot \frac{(\lambda')^{n_+^{\tilde{\sigma}}}}{\mu_2^{m^-^{\tilde{\sigma}}}(\rho_0 Z_{H})^{m^-^{\tilde{\sigma}}}} \right).$$

(12)
Then we sum over $\tilde{\sigma}$ in Eq. (12),
\[
(1 - \varepsilon')^n \left( \sum_{\tilde{\sigma}} \alpha^{m_+}(\tilde{\sigma}) (\lambda')^{n_+}(\tilde{\sigma}) \right) \leq \frac{Z_{B'}^n}{\mu_p^m (p_0 Z_H)^n} \left( \frac{2\tilde{q} + \tilde{p}}{2} \right)^n
\leq (1 + \varepsilon')^n \left( \sum_{\tilde{\sigma}} \alpha^{m_+}(\tilde{\sigma}) (\lambda')^{n_+}(\tilde{\sigma}) \right).
\]

However notice that $Z_{B,U}(\alpha,\alpha,\lambda') = \sum_{\tilde{\sigma}} \alpha^{m_+}(\tilde{\sigma}) (\lambda')^{n_+}(\tilde{\sigma})$ by just mapping $-\tilde{\sigma}$ to $0$ and $+\tilde{\sigma}$ to $1$ in each configuration $\tilde{\sigma}$. Combine Eq.(9), and Eq.(13),
\[
(1 - \varepsilon')^{2n} Z_{B,U}(\alpha,\alpha,\lambda') \leq \frac{Z_{B'}^n}{\mu_p^m (p_0 Z_H)^n} \left( \frac{2\tilde{q} + \tilde{p}}{2} \right)^n \leq (1 + \varepsilon')^{2n} Z_{B,U}(\alpha,\alpha,\lambda').
\]

Recall that $\varepsilon' = \frac{\varepsilon}{8n}$ and we get the desired bounds.

The other case is ferromagnetic, that is, $\beta \gamma > 1$. Notice that in this case $\det(N) = (\beta \gamma - 1)(q^+ - q^-)^2 > 0$, So we choose $\alpha = \frac{N^+-N^-}{N^+ - N^-} < 1$ and $\lambda'$ to be the same as the antiferromagnetic case. The construction of $B'$ is similar to the previous case, with the following change. For each $(u,v) \in E$, we connect one unoccupied positive terminal of $G_u$ to one unoccupied negative terminal of $G_v$, and vice versa. The rest of the construction is the same. With this change, given a configuration $\tilde{\sigma} : V \to \{-, +\}$, if two endpoints are assigned the same spin, the contribution is $N^+ - N^- + N^- - N^+$ and otherwise $N^+ - N^-$. Therefore the effective edge weight is $\alpha < 1$ when the spins are the same, after normalizing the weight to $1$ when the spins are distinct. The rest of the proof is the same.

### 4.3 Completing the Proof of Theorem 1

Proof of Theorem 1. $\#BIS$-hardness in Theorem 1 follows directly from Lemma 12 and Lemma 13. The other direction, $\#BIS$-easiness, follows fairly directly from Theorem 47 of [6] (the full version of [7]). An edge in the instance graph can be viewed as a constraint of arity 2. If $\beta \gamma > 1$, then the constraint on the edge is “weakly log-supermodular” and the vertex weight can be viewed as a unary constraint, which is taken as given in a “conservative” CSP. If $\beta \gamma \leq 1$, then reverse the interpretation of 0 and 1 on one side of the bipartition of the instance graph, so that the effective interaction along an edge is given by the matrix $(\frac{1}{\gamma} \frac{\beta}{1})$. This constraint is also “weakly log-supermodular” since $1 \cdot 1 \geq \beta \gamma$. After the reversing there are two vertex weights $\lambda$ and $\lambda^{-1}$, which are also allowed for “conservative” CSP instances.
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