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Abstract

This paper presents an automated empirical evaluation of the relationship between clausal structure and pronominal reference. Past work has theorized that incorporating discourse structure can aid in the resolution of pronouns since discourse segments can be made inaccessible as the discourse progresses and the focus changes.  As a result, competing antecedents for pronouns from closed segments could be eliminated. In this study, we develop an automated system and use a corpus annotated for rhetorical relations and coreference to test whether basic formulations of these claims hold.  In particular, we look at naive versions of Grosz and Sidner's theory and Kameyama's intrasentential centering theories. Our results show that incorporating basic clausal structure into a leading pronoun resolution does not improve performance.

Section 1
Introduction
In this paper we present a corpus-based analysis using Rhetorical Structure Theory (RST) to aid in pronoun resolution. Most implemented pronoun resolution methods in the past have used a combination of focusing metrics, syntax, and light semantics (see Mitkov (2000) for a leading method) but very few have incorporated discourse information or clausal segmentation. It has been suggested that discourse structure can improve the accuracy of reference resolution by closing off unrelated segments of discourse from consideration.  However, until now, it has been extremely difficult to test this theory because of the difficulty in annotating discourse structure and relations reliably and for a large enough corpus.   What limited empirical work that has been done in this area has focused primarily on how structure can constrain the search space for antecedents (Poesio and Di Eugenio, 2000; Ide and Cristea, 2000) and their results show that it can be effective.  In this paper, we use a different metric, simply, how many pronouns one can resolve correctly with a constrained search space.

The RST-tagged Treebank (Carlson et al., 2001) corpus of Wall Street 

Journal articles merged with coreference information is used to test this theory.  In addition, an existing pronoun resolution system (Byron and Tetreault, 1999) is augmented with modules for incorporating the information from the corpus: discourse structure and relations between clauses. The experiments involve breaking up an utterance into clausal units (as suggested in Kameyama (1998)) and basing the accessibility of entities and the salience of entities on the hierarchical structure imposed by RST.  We also compare a leading empirical method, the Veins Theory (Ide and Cristea, 2000), with our approaches.  Our results show that basic methods of decomposing discourse do not improve performance of pronoun resolution methods. 

In the following section we discuss theories that relate discourse and anaphora.  Next we discuss two experiments: the first determines the baseline algorithm to be compared against and the second tests different metrics using RST and its relations.  Finally, we close with results and discussion.

Section 2

 Background

Subsection 2.1

Discourse Structure 

We follow Grosz and Sidner's (1986) work in discourse structure in implementing some of our clausal-based algorithms.  They claim that discourse structure is composed of three interrelated units: a linguistic structure, an intentional structure, and an attentional structure.  The linguistic structure consists of the structure of the discourse segments and an embedding relationship that holds between them.  

The intentional component determines the structure of the discourse.  When people communicate, they have certain intentions in mind and thus each utterance has a certain purpose to convey an intention or support an intention.  Grosz and Sidner call these purposes ``Discourse Segment Purposes'' or DSP's.  DSP's are related to each other by either dominance relations, in which one DSP is embedded or dominated by another DSP such that the intention of the embedded DSP contributes to the intention of the subsuming DSP, or satisfaction-precedent relations in which satisfying the intentions of a DSP is necessary to satisfy the intentions of the next DSP.  Given the

nesting of DSP's, the intentional structure forms a tree, with the top node being the main intention of the discourse.  The intentional structure is more difficult to compute since it requires recognizing the discourse purpose and the relation between intentions.  

The final structure is the attentional state which is responsible for tracking the participant's mental model of what entities are salient or not in the discourse.  It is modeled by a stack of focus spaces, which is modified by changes in attentional state. This modification process is called focusing and the set of focus spaces available at any time is the focusing structure.  Each discourse segment has a focus space that keeps track of its salient entities, relations, etc.  Focus spaces are removed (popped) and added (pushed) from the stack depending on their respective discourse segment purpose and whether or not their segment is opened or closed.  The key points about attentional state are that it maintains a list of the salient entities, prevents illegal access to blocked entities, is dynamic, and is dependent on intentional state. 

To our knowledge, there has been no large-scale annotation of corpora for intentional structure.  In our study, we use Rhetorical Structure Theory, or RST, (Mann and Thompson, 1988) to approximate the intentional structure in Grosz and Sidner's model.  RST is intended to describe the coherence texts by labeling relations between clauses.  The relations are binary so after a text has been completely labelled, it is represented by a binary tree in which the interior nodes are relations.  With some sort of segmentation and a notion of clauses one can test pushing and popping, using the depth of the clause in relation to the surrounding clauses.  

Using RST to model discourse structure is not without precedent.  Moser and Moore (1996) first claimed that the two were quite similar in that both had hierarchal tree structures and that while RST had explicit nucleus and satellite labels for relation pairs, DSP's also had the implicit salience labels, calling the primary sentence in a DSP a ``core,'' and subordinating constituents ``contributors.''  However, Poesio and DiEugenio (2001) point out that an exact mapping is not an easy task as RST relations are a collection of intentional but also informational relations.  Thus, it is not clear how to handle subordinating DSP's of differing relations and therefore, it is unclear how to model pushes and pops in the attentional stack.

Subsection 2.2

Centering Theory

Centering (Grosz et al., 1995) is a theory that models the local component of the attentional state, namely how the speaker's choice of linguistic entities affects the inference load placed upon the hearer in discourse processing.  For instance, referring to an entity with a pronoun signals that the entity is more prominently in focus.

In Centering, entities called centers link an utterance with other utterances in the discourse segment.  Each utterance within a discourse has a backward looking center (Cb) and forward looking centers (Cf).  The backward-looking center represents the most highly ranked element of the previous utterance that is found in the current utterance.  Basically, the Cb serves as a link between utterances.  The set of forward-looking centers for an utterance U0 is the set of discourse entities evoked by that utterance.  The Cf set is ranked according to discourse salience; the most accepted ranking is grammatical role (by subject, direct object, indirect object).  The highest ranked element of this list is called the preferred center or Cp.   Abrupt changes in discourse topic are reflected by a change of Cb between utterances.  In discourses where the change of Cb is minimal, the preferred center of the utterance represents a prediction of what the backward-looking center will be in the next utterance.  In short, the interaction of the topic, and current and past salient entities can be used to predict coherence as well as constrain the interpretation of pronouns.

Given the above, Grosz et al.  proposed the following constraints and rules of 

centering theory:

Constraints: 

For each utterance Ui in a discourse segment D, consisting of utterances of U1 …Um:

1.There is precisely one backward looking center. 

2. Every element of the Cf list for Ui must be realized in  Ui
3. The center: Cb(Ui , D),  is the highest ranked element of

Cf(Ui-1 ,D) that is realized in Ui.

Rules:

For each utterance Ui, in a discourse segment D, consisting of utterances of  U1 …Um:

1. If some element of Cf(Ui-1,D)  is realized as a pronoun in Ui, then so is Cb(Ui , D).

2. The relationship between the Cb and Cp of two utterances determines the coherence between the utterances.  The Centering Model ranks the coherence of adjacent utterances with transitions, which are determined by whether or not the backward looking center is the same from Ui-1 to Ui, and whether or not this entity coincides with the preferred center of  Ui.  Transition states are ordered such that a sequence of ``continues'' (where the Cb's and Cp are the same entity) is preferred over a ``retain,'' which is preferred to a ``smooth shift'' and then to a ``rough shift.''

Subsection 2.3

Long-Distance Pronominalization

Following Centering theory, pronouns are typically used when referring to salient items in the current discourse segment, that is, their antecedents are generally very focused and found in the local text area.  This tendency is supported by corpus statistics, which show that an overwhelming majority of the antecedents of pronouns are found in the current or previous utterance (Kameyama, 1998; Hitzeman and Poesio, 1998; Tetreault, 2001).   However, there are cases in which a pronoun is used to refer to an entity not in the current discourse segment.  Consider the dialogue from Allen (1994, p. 503) between two people E and A discussing engine assembly.

1.

E: 
  So you have the engine assembly finished.

2.  
E:     Now attach the rope to the top of the engine. 

3.  
E:    By the way, did you buy gasoline today? 

4.  
A:   Yes.  I got some when I bought the new lawn mower wheel. 

5.  
A:    I forgot to take my gas can with me, so I bought a new one. 

6.  
E:    Did it cost much? 

7.  
A:    No, and I could use another anyway to keep with the tractor. 

8.  
E:    OK.  

9.  
E:     Have you got it attached yet? 

Figure 1: Long Distance Pronominalization example

The it in (9) refers to the rope which is seven sentences away in (2) and also has several possible antecedents in the immediate context.  One can account for this long-distance pronominalization using the Grosz and Sidner approach by considering sentences (3) through (8) a discourse segment embedded in the segment (1) through (9).  The phrase ``By the way'' can be viewed as a cue phrase that a new discourse state is being started (a push on the attentional stack) and that (8) completes the segment and the state is popped from the top of the stack.  With these intervening sentences ``removed'' it is easy to resolve it to the rope since the rope is the most salient object on the top of the attentional stack.

Although cases of long-distance pronominalization are rare, the phenomenon is important because it can be used as a metric to determine whether or not an application of a pronoun resolution strategy with discourse segmentation is successful or not.  Typically, one would not expect recency-based algorithms to be successful in these cases, but algorithms equipped with knowledge of the discourse would be.

In related work, Hitzeman and Poesio (1998) developed an algorithm for addressing long-distance anaphors.  They augment the Grosz and Sidner attentional state model by associating a discourse topic with each focus space that says what the state is about, and it can be a proposition, object, etc.  In addition, the focus space could have associated with it a ``Most Salient Entity'' (MSE) which is the most important entity explicitly introduced in the segment.  In the case of  pronouns, an antecedent is first searched in the local context (if any), and then through past MSE's of open discourse segments.  

Walker (2000) analyzed 21 cases of long-distance resolution to support her claim that a cache is a better model of the attentional state than a stack.  She supports Fox's proposal (1987) that lexical repetition can be used to signal a return pop.  That is, a pronoun with a long-distance referent is often found in a sentence that has a similar verb to the space being referred to, and that this ``informational redundancy'' can serve as a trigger not to search the local segment but a past segment.

Subsection 2.4 
Clause-Based Centering 

One of the major underspecifications of centering theory (Poesio et al., 2000) is the notion of what constitutes an utterance.  Most work in the field ignores the issue by treating a sentence as the minimal discourse unit.  This is problematic because large, complex sentences could have clauses that interact with each other in a non-linear manner.  Because of this problem, Kameyama (1998) developed theories on the interaction of clauses and updating centering constructs.  In the clause-based centering proposal, sentences can be broken up into two classes: sequential and hierarchical.  In the sequential decomposition, the sentence is broken up into several utterances whose centering output is the input to the following utterance. In hierarchical decomposition, each utterance does not necessarily affect the following utterance.  It is possible that a combination of utterances affect the centering input state to another utterance or that an utterance will not affect any other utterance.  Kameyama views this sentence decomposition as a tree. 

Section 3
Evaluation 1: Baseline Selection 

Determining the usefulness of incorporating discourse information in reference resolution requires a large corpus annotated with coreference and clausal information, and a system to try different algorithms.  In the following sections we discuss our corpus, our testbed system for extracting noun-phrase entities, and finally the algorithms and their results.  After testing each algorithm on the same corpus, the best one is selected as the baseline algorithm.  If discourse or clausal information is used correctly we should see an improvement over this baseline algorithm.

Subsection 3.1

Corpus Description  

The test corpus was constructed by merging two different annotations of a subset of the Penn Treebank (Marcus et al., 1993).  The news articles cover such different topics as reviews of TV shows and the Japanese economy. The portion of the Treebank consists of 52 Wall Street Journal articles which includes 1241 sentences and 454 non-quoted third person pronouns that refer to noun-phrase entities.   

Carlson et al. (2001) annotated those articles with rhetorical structure information in the manner of Mann and Thompson (1988) with very high annotator reliability.  This annotation breaks up each discourse into clauses connected by rhetorical relations.  So from this work there is a decomposition of sentences into a smaller units (a total of 2755 clauses) as well as a discourse hierarchy for each article and relations between pairs of segments.  

The corresponding Penn Treebank syntactic structures for each sentence were also annotated with coreference information in the same manner as Ge et al. (1998).   This meant that all third-person pronouns were marked with a specific identification number and all instances of the pronoun's antecedent were also marked with the same id.  In addition, the Penn Treebank includes annotations for the syntactic tree structures of each sentence, so syntactic attributes such as part-of-speech and number information were extracted.  Also, each noun phrase entity was marked manually for gender information.  

Finally, the RST corpus and the Penn Treebank coreference corpus were merged such that each discourse entity (in this case, only noun-phrases) had information about its syntactic status, gender, number, coreference, etc. and the following discourse information: the clause it is in, the depth of the clause in the RST tree, and the rhetorical relations that dominate the clause.  The Penn Treebank data and only the clausal breakdown of each sentence are used in this evaluation.  In the second evaluation, all of the RST data comes into play.

Subsection 3.2

Algorithms

One of the problems with reporting the performance of a pronoun resolution algorithm is that researchers often test on different corpora so it is hard to compare results.  For example, an algorithm tested on a news corpus may perform differently on a corpus of short stories.  In this particular experiment, we have a common corpus to test different algorithms, with the goal of simply selecting the best one to use as a baseline for comparison with schemes that incorporate clausal information. We examine three well-known pronoun resolution methods:  Left-Right Centering (Tetreault, 1999, 2001), the S-list algorithm (Strube, 1998), and Brennan et al.'s centering algorithm (1987), in addition to a naïve metric. The naive metric involves searching through a history list starting with the last mentioned item and selecting the first one that meets gender, number, and syntactic constraints.  All four algorithms are primarily syntax-based.  Because of this limitation they should not be expected to fare too well in interpreting pronouns correctly since proper interpretation requires not only syntactic information but also semantics and discourse information.

Left-Right Centering (henceforth LRC) is based on Centering Theory in that it uses salience (calculated from grammatical function) to choose which entities should be the antecedents of anaphoric entities.  However, the algorithm does not use Rule 2 or the notion of a Cb in determining referents.  LRC works by first searching the current utterance left-to-right for an antecedent that matches number, gender and syntactic constraints.  If one is not found, then it searches past Cf-lists left-to-right (in which the entities are ranked from most salient to least salient) until an antecedent is found.  

The S-list algorithm differs from LRC in two ways: first, it maintains only one list (the Salience list) that is updated incrementally as the sentence is processed; second, the S-list is sorted not by grammatical function but by Prince's familiarity scale (1981) which classifies entities by whether they are new to the discourse, mediated (inferable) or hearer-old.  Relying solely on syntax does not do the S-list justice since determining the status of certain entities (such as inferrables in the mediated category) requires a combination of syntactic and semantic knowledge.  So our implementation is an approximation of the original formulation.

The final method is the original centering algorithm by Brennan et al. (henceforth BFP) which makes full use of the centering rules and transitions.  The algorithm works by first generating all possible Cb-Cf combinations, filtering out combinations that violate syntactic constraints, and then ranking the remaining combinations by which transition makes the discourse the most coherent.  We follow Walker (1989) by using the LRC algorithm to search for intrasentential antecedents for a pronoun first (since BFP does not specify an intrasentential algorithm) then use BFP if an intersentential search is required.

Subsection 3.3

Results

Each algorithm was tested on the corpus in two different variations (see Table 1): the first is the conventional manner of treating sentences as the smallest discourse unit (S); the second involves splitting each sentence into clauses specified by the RST annotations (C), so clauses are now utterances.   

	Algorithm
	Right (S)
	% Right (S)
	Right (C)
	% Right (C)

	LRC
	376
	80.8
	347
	76.4

	S-List
	333
	73.4
	318
	70.0

	BFP
	270
	59.5
	221
	48.7

	Naïve
	230
	50.7
	254
	56.0


Table 1:  Pronoun Resolution Algorithms over (S)entences and (C)lauses

The (S) results accord with the larger study of the same algorithms in Tetreault's 2001 paper - that the LRC performs better than the other two algorithms and that on a new corpus, one would expect the algorithm to resolve 80% of the pronouns correctly.  

The (C) results are a first stab at the problem of how to incorporate clausal structure into pronoun resolution algorithms.  The result is negative since each algorithm has a performance drop of at least 3%.  

Subsection 3.4 
Error Analysis

We performed an error analysis of the 87 pronouns that the leading metric, LRC (S) resolved incorrectly.  The 87 errors are broken up into 7 main cases below.  For each item, the number of errors are listed as well as a description of the error and examples.  In the examples, pronouns and their antecedents are listed in italics.

(24) Minimal S.  The sentence has several embedded sentential (S) clauses and the pronoun refers to the subject of the minimal S that both NP's are located in.  This happens a lot for sentences such as "the committee said the company reneged on its obligations"  - sentences where the verb is think, consider, said, proposed, etc.  

(21) Localized errors.  The antecedent of the pronoun is very local (smaller than the minimal S).  Usually the pronouns are found in PP's or complements that modify an NP, which the pronoun refers to.  For example (words in italics are the entities in consideration):

(1) 
"...to get a major customer's 1,100 parcel-a-week load to its doorstep"

(15) Preposed Phrase. LRC has the strategy that any preposed phrase (words before the manually marked subject of the sentence) is processed after the main clause has been processed (see Tetreault (2001) section 5.1 for details).  This means that the subject of the sentence will skip any possible referents in the preposed phrase and search immediately in the previous sentence.  If there are any pronouns in the preposed phrase that refer outside the phrase, it will search the subject first and the main clause of the sentence before moving on to previous sentences.  This was a metric meant to handle cases such as:

(2)
"Although he was really tired, John managed to drive 10 hours without s
topping."

However, there are three cases in which the pattern doesn't always hold 

in which the subject refers to an element in the preposed phrase:

(9) Reference from the matrix clause to the preposed phrase.

(3)
"Until 1980 when Japan joined the $10,000 per capita club of the advanced countries, it was a model developing nation."

In this case, Japan is the referent for it but it gets "skipped" and a  non-gendered singular referent in the previous sentence is selected.  

(5) Reference from an object to a subject within a preposed phrase. The current LRC method ignores this case since the pronoun only has the matrix clause and past utterances as its domain of accessibility.  In the following preposed phrase:

(4)
 "Because drivers aren't permitted to load their own vehicles..."

the elements of the phrase are demoted to the end of the utterance’s Cf-list and so search the subject of the sentence before looking at their own subject.

(1) Reference outside a preposed phrase.  There was one case where an element of a preposed phrase refers to an element in a previous sentence (Addison is a city):

(5a) 
"Addison is no stranger to cans of worms"   

(5b) 
"After its previous mayor committed suicide last year, an investigation disclosed that town officials regularly voted...."

(12) Parallelism.  Cases in which the clauses containing the pronoun and antecedent exhibit parallel structure, such as parallel sentences or parallel verb phrases.  

(6) 
"It more than doubled Federal's long term debt to $1.9billion,

        


thrust the company into unknown territory - heavy cargo -

        


and suddenly expanded its landing rights to 21 countries from 4."

The above is an example of conjoined verb phrases with reference between subjects.

(11) Competing Antecedents - there were other entities ranked higher in the Cf-list and thus without any semantic or lexical knowledge, were selected before the actual antecedent was considered.  For example:

(7) 
“The weight of Lebanon's history was also against him, and it is a history..."

The correct antecedent of it is Lebanon's history but weight has a higher grammatical function so LRC selects it as the referent.

(4) Cases of plural pronouns referring to companies which are marked as singular. Here the Ministry is considered a singular entity so they is incorrectly resolved to conferences.

(8a)
“The Ministry of Construction spreads concrete throughout the country and boasts in international conferences that Japan's roadway per capita is the longest in the world. “

(8b) 
“But they seldom think of the poor commuters.”

(2) Genitive Errors.   Incorrect reference to the possessed entity instead of the possessor.  

(8) "Mr. Richardson wouldn't offer specifics regarding Atco's proposed 

British project, but he said it would compete for customers with..."

LRC incorrectly finds the project as the referent for it when it should be Atco.

The main point to take from this analysis is that all of the errors that LRC made were with pronouns that had antecedents in the same or previous sentence.  This suggests that a strategy that takes clausal information into account to break up complex sentences with embedded segments could improve performance.  

Also of note was that LRC made no long distance pronominalization errors.  There were only 10 pronouns that had a long-distance antecedent (defined as two or more sentences away from anaphor) and in most of these cases, the antecedent had no competing antecedents due to gender constraints. Thus an approach that simply goes back in the discourse history through past Cf-lists is bound to be successful.  As stated earlier, there are several instances in natural language in which a pronoun with a long-distance antecedent has competing antecedents in the local context.  One would expect that discourse structure would be most useful in these cases, to deter a search of the local context by blocking previous utterances from consideration.  Since LRC resolves all 10 cases correctly, the best one can hope for in this evaluation here is to not worsen performance.

Section 4
Evaluation 2: Incorporating Clausal Information

The next step in our evaluation is to see if we can improve upon the baseline of 80.8% from the LRC algorithm.   In the following sections we present several different methods that use clausal and RST information to better that figure.

Subsection 4.1

Clausal Algorithms 


Figure 2: Grosz and Sidner accessibility

Two types of augmentations to LRC were developed for this experiment. The first uses the hierarchical structure placed on the clauses to determine whether or not an antecedent is accessible.  Based on Grosz and Sidner's pushing and popping discourse structure, we work under the simple assumption that an entity is inaccessible if it is more embedded in the RST tree than the referring entity, meaning if we were explicitly tracking the attentional state, that embedded utterance would have been popped before our current utterance was processed.   

Thus the Grosz and Sidner approximation (henceforth GS) works only by considering the depth of past clauses.  The algorithm works as follows: for each pronoun the attentional stack is constructed on the fly since we have perfect information on the structure of the discourse.  The search works by looking through past clauses that are only the same or lower depth of the previous clause visited.  The reasoning is that  embedded segments that are of greater depth are not related to the entities that follow them.  If they were, they would share the same embedding.  Figure 2 shows how this works.  Assume that clauses closest to the left are the closest to the root of the tree (lower depth).  When searching for an antecedent for a pronoun in the last clause, first search all entities in it, if one is not found, then go back clause by clause until one is found.  So the search order would be E6, E5, E4, then skip over E3 since it is more embedded than the current clause E4. E1 and E2, however, are accessible since it is the same depth as E4.

We evaluated three different versions of this metric: 1. using the strategy only for intrasentential searching (GS-intra); 2. using it only for intersentential searching (GS-inter); 3. using it for both (GS-both).  For the first two versions, the default LRC algorithm was employed.  So for version 1, if an antecedent could not be found intrasententially that met the constraints imposed by the hierarchy of clauses, then previous Cf-lists are searched using the original LRC method. 

The second main metric uses the clausal structure to rank entities within the current utterance when one searches intrasententially.  This method is meant to mirror Kameyama's intrasentential centering theories by modifying the ranking of the entities already processed in the current utterance.  Many of Kameyama's centering constraints are difficult to automate so a direct implementation of her theories will not be evaluated here.  Rather we take a naive implementation of her theories.  One of the main points of her work is that one may be able to better account for intrasentential references (and thus intersentential ones) by appealing to the clausal structure of utterances.  In our study we approximate sequential clause centering and try out different metrics for weighting the salience of clauses to approximate hierarchical decomposition. 

There are variations of this strategy: depth-sort, nucleus-sort, and left-right-sort.  

For all three variations, the intersentential component from the original LRC algorithm is used (search each past utterances' Cf-list from most salient to least salient).  

The depth-sort method works by sorting each entity by its depth in the RST tree for that discourse.  The closer a clause (and thus the entities in the clause) are to the root of the tree, the more salient we assume they are.   In the case of clauses being at the same depth, the clause closer to the head of the sentence is deemed more salient.  Likewise, in nucleus-sort, each entity is sorted by whether it is a nucleus or satellite.  So all entities in nucleus clauses are searched first before any entities in satellite clauses are searched.  The order within both groupings is determined by grammatical function.  The idea here is that nuclei are more salient in the discourse than satellites.  The difference between depth-sort and GS-intra is that in depth-sort, all clauses (within the current utterance) are accessible, but just ranked differently to reflect their relative salience.  In GS-intra, clauses that are at a lower embedding than the current clause are not searched, so this approach is more constraining and potentially more efficient since it prunes entities from consideration.

In left-right-sort (lr-sort), all intrasentential searches are done mimicking the intersentential search method except we consider clauses instead of sentences. So instead of searching entities left-to-right in the current utterance, the most recent clause is searched first left-to-right.  If an entity is not found that meets constraints, then we move to the next most recent clause, and so forth.  

The results for all 6 metrics are seen in Table 2.

	Algorithm
	Right 
	% Right
	Clausal
	LRC
	Neither

	GS-both
	335
	73.6
	36
	62
	51

	GS-intra
	347
	76.4
	36
	54
	51

	GS-inter
	335
	73.6
	36
	62
	51

	Depth-sort
	364
	80.2
	6
	9
	81

	Nucleus-sort
	354
	78.0
	11
	24
	76

	LR-sort
	265
	80.4
	31
	33
	56


Table 2: Pronoun Resolution Algorithms with Basic Clausal Metrics
The last three columns represent the overlap in errors between the clausal algorithm and LRC.  The ``Clausal'' column is the number of pronouns that the clausal-based algorithm gets right but LRC gets wrong.  Since LRC fared better than the algorithms tested here the numbers will be low in this column.  The ``LRC'' column is the opposite - the number of pronouns the baseline metric gets right that the clausal one doesn't.  The last column is the number of pronouns both resolve incorrectly.

The main result from these tests is that basic approaches do not improve performance, though the GS algorithms do have the advantage of lowering the search time.  However, the ``Clausal'' column indicates that these algorithms do get some pronouns right that LRC does not, though fewer than the converse.  But just because approximated versions of the theory do not improve accuracy does not entail that theories regarding structure are incorrect.  It means that better implementations are required for validation.

One major source of error for the GS algorithms was that many antecedents in the previous sentence were deemed inaccessible due to their clausal structure.  Centering theories and other focus-based theories all hold that entities in the previous utterance are very salient since they often contribute to cohesion in the discourse.  The poor performance of the GS algorithms can be traced to the approximation of discourse segments.  Since a RST tree is used, discourse segments are always at most two utterances long (exempting the case of multi-nuclear nodes).  In addition, an entity may not be able to search its sister node, if the sister is also a tree.  This means that satellites in these cases cannot refer to the nucleus they are in a relation with.  In short, the segmentation entails that clauses in the local context may be incorrectly removed from consideration.   The figures above automatically include using the previous utterance, even if it is deemed inaccessible.  This results in a gain of 2% for the GS algorithms.   

The depth-sort algorithm performs most closely to LRC because the grammatical ordering of the sentence and the clausal order imposed by depth are similar.  The cases that depth-sort gets right involve sentences in which the verb phrase is considered more salient than the subject clause and the pronoun refers to an entity in the verb phrase, as opposed to the subject.   A similar trend takes place with nucleus-sort - that the nucleus of a multi-clausal sentence is often the subject so both algorithms order the search the same way.  However, there are a few cases where the antecedent is not the subject, but rather an entity in a nucleus class in the middle of the sentence.

The interesting trend in the overlap of LRC's and lr-sort's errors is that even though they perform roughly the same, there is not as much cross-over in errors as in the depth and nucleus instantiations.  The same trend was found in the GS algorithms. It turns out this sort of the intrasentential clausal structure is very close to the Hobbs (1977) algorithm in that it traverses the parse tree right-to-left, doing a breadth-first search of sub-trees.   In Tetreault (2001) the Hobbs algorithm and LRC were compared and found to perform roughly the same despite the opposing directions for searching through the current utterance.  The majority of lr-sort's errors came from the antecedent being in the subject position but a competing referent was found before the search hit the subject clause.  As expected, most of the errors that lr-sort (and the GS algorithms) got right that LRC didn't were pronouns that had localized antecedents.  

Subsection 4.2

Veins Algorithm
Veins Theory (Cristea et al., 1998; Ide et al., 2000) is an extension of Centering Theory from local to global discourse.  The empirically tested method makes use of discourse structure (RST trees) to determine the accessibility of referents.  The theory assumes that only a subset of the clauses preceding the anaphor are actually relevant to successfully interpreting the anaphor.  This subset (domain of referential accessibility, or DRA) is determined by the interaction of the tree hierarchy and whether a clause is a nucleus or a satellite.  As a result of this pruning effect, the theory has the advantage over syntax-based approaches presented in this paper by searching only a few select utterances instead of all past utterances in the discourse.  

Using RST as the basis for their discourse representation, terminal nodes in the binary tree represent the clauses of the discourse, and non-terminal nodes represent the rhetorical relations.  The DRA for a clause is computed in two steps.  First, the ``head'' of each node is computed bottom-up by assigning a number to each terminal node.  Non-terminal nodes are labeled by taking the union of the heads of its nuclear children.  The second step, computing the ``vein,''  is a top-down method.  First, the vein of the root of the tree is the head.  For every nuclear node, if it has a left sibling that is a satellite, its vein is the union of the head of the child and its parent vein, otherwise it inherits its parents vein only.  For every satellite node, if the node is the left child of its parent then its vein is the union of its head with the parent's vein.  Otherwise, its vein is the union of its head with the parent's vein but with all prior left satellites removed.

Finally, the DRA for a clause is simply all the nodes in the clause's vein that precede it.  Intuitively, if a node has parents that are all nuclei, it will be more accessible to other entities since it is highly salient according to Veins Theory.  However, satellites serve to restrain accessibility.   In short, the Veins notion of accessibility takes into account more information than the GS approximation previously discussed.  The G&S method was based solely on the relation of the clauses in the discourse tree; the Veins approach also incorporates the nucleus information.

The Veins algorithm had to be changed slightly to run on the corpus: our corpus is not entirely binary - there were a few cases of multinuclear nodes.  For these extra nodes, we simply repeated the rules for the right child.  We performed two tests - first, run the algorithm over the corpus to see if it betters 81%, the baseline accuracy; second, check how many referents are actually found in the DRA of a pronoun.

The first test involves running the Veins algorithm over our corpus to compare with the other tests.  The original formulation is a metric of accessibility not resolution since it does not specify how to search the DRA or how to search clauses within the DRA. Thus Veins was implemented as follows: for every pronoun search the clauses of its DRA from most recent to least recent, from left to right.  The current clause was searched using LRC's intrasentential method.  If no antecedent is found in the current clause or sentence, then past clauses which are within the entity's DRA are searched. Cases in which the antecedent is outside the pronoun's DRA are considered wrong.  We also implemented a version of Veins merged with LRC (Veins++) which takes care of referents found outside the DRA.  So if the original Veins algorithm does not find an antecedent in the DRA, the LRC algorithm is used to find a suitable antecedent.  This approximation makes sense given the VT claim that referents outside the DRA incur a higher processing load on the interpreter.  This processing load is mirrored by having to run a comprehensive search of the discourse to find an antecedent.  The results are found in Table 3 with the square brackets indicating the number of pronouns the method was unable to resolve.  The sentence (S) version Veins means that the LRC intrasentential method is used to search the entire sentence the entity is in.  

	Algorithm
	Right (S)
	% Right (S)
	Right (C)
	% Right (C)

	Veins
	294 [71]
	64.8
	264 [87]
	58.2

	Veins++
	358
	78.9
	346
	76.2


Table 3: Veins Resolution Algorithms
Although the original Veins approach is more efficient than other methods we have discussed in this paper, it does not perform as well since the DRA ends up being too constrictive.  As expected, Veins++ fared better since it can go back through the discourse to find referents for a pronoun that didn't have a referent in its DRA.  However, even with this boost it still does not perform better than our baseline of 80.8%.  Our second test provides some explanation for this result.

Error analysis showed that out of the 454 pronouns, 349 (or 76.9%) had referents in the DRA specified, but that still leaves almost a quarter with referents outside the DRA.  The Veins Theory does state that entities outside the DRA are possible and that reference to them requires a higher processing load.  However, we found only 10 cases of inaccessibility in which the referent was found not in the current or previous sentence.  One would expect that most of the errors in this approach would come from entities that were several utterances away, not from the local context in which entities would be more accessible.  Ide and Cristea note that all exceptions to accessibility in their corpus analysis come from pronouns and antecedents in attribution relations (such as ``he said....'').  Of the 105 inaccessible cases, 40 had both the pronoun and antecedent in attribution relations.  An additional 15 had just the pronoun in such a relation and 18 of the 105 had just the referent in such a relation.  However, the remaining 32 remain unaccounted for.  The two most common reasons for inaccessibility were 1. that there was an intervening satellite node that blocked access to the referents even though it was one utterance or less away; and 2. there were cases of attribution-like relations.

In terms of long-distance pronominalization, the original Veins formulation was unable to resolve 6 of the 10 cases when treating sentences as the minimal discourse unit, and when considering clauses, was unable to resolve 9 of the 10 cases.  All of these were pronouns and antecedents in attribution relations.

Ide and Cristea claim that a way of dealing with this attribution problem is to merge together clauses in an attribution relation.  We believe this heuristic would improve performance since a significant portion of the errors Veins Theory make are due to attribution relations.

Subsection 4.3

Corpus Transformations

The previous results showed that using the RST tree in the Grosz and Sidner approach and in the Veins produced too fine a segmentation and thus many clauses are deemed unfairly inaccessible.  To counter this, we developed three transformations to a RST tree to flatten the tree a and make more clauses accessible. The first involves replacing multi-clausal sentences with one clause in the RST tree; and the second involves merging all subtrees that have a satellite leaf in a relation with a subtree consisting of all leaves, one of which is a nucleus.

The intuition with the first transform (SENT) is that many of the errors in the original approximation of G&S based on RST are intrasentential.  By merging the clauses together, the tree becomes flattened, and all entities within a sentence are accessible.  An example of this transform is in Figure 3 in which one assumes the leaves are three clauses of a RST subtree and are constituents of one sentence.  Doing the SENT transform yields the result in the second half of Figure 3, a subtree that is now a leaf of the sentence reconstructed.  














Figure 3: SENT transform example


Figure 4: SAT transform example

The intuition with the second transform (SAT) is that satellite leaves that modify a nucleus subtree are very closely related to the content of the nucleus leaf of that subtree, as well as the satellite leaf of that subtree.  By merging them, the tree is flattened, and pronouns within the original satellite leaf can refer to clauses in the subtree since they are now at the same depth.  Figure 4 provides an illustration of the satellite transformation on (1).   The side-effect of this transformation is that the RST tree is no longer binary.  Finally, a hybrid transform (SENT-SAT) involves using both of the transforms on the corpus to flatten the tree even more.


Figure 5: ATT transform example

Another transformation, ATT, is used to counter the attribution relation problem in Veins by simply merging leaves that stand in attribution relations.  So if a subtree has two leaves in an attribution relation, it is replaced by a leaf with the text of the two original leaves merged.  This process is similar to SENT.   See Figure 5 for an example.

Both algorithms were run over the original RST corpus, ATT (attribution merge) and SAT (satellite merge) transformation of our original corpus, SENT (sentence merge) and SENT-SAT hybrid (see Table 4).  The (S) version means that the LRC intrasentential search was used over the entire sentence, not just the clause that the pronoun occupies (C).  Intersententially, the clause is the minimal discourse unit for both (S) and (C) methods.  The (*) signals that the algorithm does not search the previous clause as a default.

Because the SENT transformations created unbalanced RST trees, the Veins algorithm could not be tested with that transform.  The results show that the Grosz and Sidner algorithm fares best over the SENT and SENT-SAT transforms using the last-seen metric, however it still performs the same as our baseline, so no improvement was seen by the transforms.  It should be noted that the ATT transform did improve the Veins algorithm as suggested by its authors.
	Transform
	Veins (S)
	Veins (C)
	GS (S*)
	GS (S)
	GS (C)

	Original
	78.9
	76.7
	72.3
	78.9
	73.6

	ATT
	79.3
	78.2
	73.7
	79.3
	76.3

	SAT
	78.9
	76.4
	73.6
	79.1
	73.9

	SENT
	N/A
	N/A
	78.5
	80.8
	N/A

	SENT-SAT
	N/A
	N/A
	79.7
	80.8
	N/A


* signals that the algorithm does not search the previous clause as a default.

Table 4:  Transform Results (% correct)
Without the attribution transform, the Veins Algorithm (S) gets only 6 of the 10 long-distance pronouns resolved correctly.  The GS algorithms do about as well without segmentation.  With the transformations, all the algorithms resolve all 10 cases correctly.  However, it should be noted that the original LRC algorithm also resolves all correctly.  This success rate is due to the fact that 9 of the 10 pronouns are either ``he'' or ``him'' and there are no other candidates with masculine gender in the discourse up to that point.  So a simple search through a history-list would resolve these correctly.  The other long-distance pronoun is a plural (``their'') and again there are no competing antecedents.

We also found that the Veins Algorithm was slightly more efficient than its competitors in that it considered less entities in its search.  However the savings were marginal and are more than offset by the loss in performance. 

Section 5
Discussion 

Discourse decomposition can be evaluated in two ways: intrasentential breakdown

(clausal level) and intersentential breakdown (discourse level).  In the intrasentential case, all the algorithms performed better when using the (S) method, that is, when the intrasentential search called for searching the sentence the pronoun is in, as opposed to just the clause the pronoun is in.  This indicates that ordering clauses by their depth within the sentence or by the Veins information does not improve intrasentential performance, and thus one is better off searching based on grammatical function than incorporating clausal information.

One can evaluate the intersentential decomposition by testing whether the pronouns with long-distance antecedents are resolved correctly. Determining global discourse structure involves finding the middle ground between strict segmentation (using the exact RST tree) and under-segmenting. Too strict a segmentation means that antecedents can be deemed incorrectly inaccessible; very little segmentation means that too many competing antecedents become available since referents are not deemed inaccessible.  In our corpus, evaluating intersentential decomposition is difficult because all of the long-distance pronouns have no competing antecedents, so no discourse structure is required to rule out competitors.  Therefore it is hard to draw concrete conclusions from the fact GS on the SENT and SENT-SAT transforms performs the same as LRC algorithm.  However, it is promising that this metric does get all of them right, at least it is not overly restrictive.  The only way to check if the method under-segments or is a good model is by testing it on a corpus that has long-distance pronouns with competing potential referents.  Currently, we are annotating a corpus of dialogs for coreference and rhetorical structure to test this method.  It should also be noted that even if an intersentential decomposition method performs the same as knowledge-poor method, it has the advantage of at least decreasing the search space for each pronoun.

Finally, we developed an algorithm for Veins Theory that uses VT to constrain the initial search for a referent, if one is not found, LRC is used as a default.  As suggested by the VT authors, we merged clauses in attribution relations, and this improved performance slightly, but not enough to better 80.8%.  VT run on the SAT transform offered no performance enhancement since the theory already makes the nucleus subtrees accessible to satellite leaves.

In conclusion, this study evaluates the theory that clausal segmentation should aid in pronoun resolution by testing two algorithms based on two leading theories of discourse segmentation. Both approaches have the promise of improving pronoun   resolution by 1. making search more efficient by blocking utterances or classes from consideration, thus speeding up the search for an antecedent and 2. making search more successful by blocking competing antecedents.  We use resolution accuracy for all pronouns and accuracy over long-distance pronominalizations as metrics of success. Our results indicate that basic metrics incorporating discourse structure does not improve performance, and in most cases can actually hurt performance.  However, due to the composition of long-distance pronouns in the corpus, it is necessary to retest the GS algorithm on the SENT and SAT transforms before drawing a definitive conclusion on the theory.  

Section 6
Future Work

There are two main experiments to try in future research. One is to test whether merging clauses in an attribution relation would improve Veins performance since the algorithm does appear promising.  This seems promising given how a majority of its errors stem from this phenomenon.  The second is to implement the proposals made by Poesio and DiEugenio (2001) for merging Grosz and Sidner's discourse theory with RST.  

The LRC error analysis in Section 3.4 shows that most gains in overall performance will come from resolving pronouns in complex, multi-clausal sentences correctly.  In many cases, determining the coherence relations as Kehler suggests (2002) (such as detecting parallelism between sentences or within sentences) could improve interpretation.  In addition, many errors stem from competing antecedents in which incorporating knowledge of the verbs and the entities discussed would of course prove invaluable. 

The work here has focused on making one large blanket method for improving performance.  This may not be the best way to go when improving on the baseline.  For example, Suri et al. (1999) and Tetreault (2001) showed that isolating different errors and developing algorithms to treat them specifically resulted in improvements.  Tetreault (2001)’s improvements to treating preposed phrases and genitives accounted for an increase of 7% in the LRC algorithm.  Another big boost could come from isolating intrasentential errors by differentiating between pronouns that refer locally versus to the subject of the sentence.  This was a major source of error difference between LRC and lr-sort and the basic GS algorithms.  The drawback of this type of work is that it does not lend itself to a general theory of pronoun resolution, unless the theory is that there are different modules in a system.  Tailoring an algorithm too much could mean that it becomes too dependent on the corpus and does not generalize to other domains.

One way to skirt around the issue of domain independence is statistical evaluation.  Strube et al. (2000) and Mueller et al. (2002) did such experiments to predict what the main factors are in pronoun resolution and weight them accordingly.  On a corpus similar to the one presented here, they were able to correctly resolve 90% of the pronouns correctly using syntax and light semantics.  By including weighted information about clausal structure, relations, etc. with the usual syntax and semantics information, resolution algorithms could be improved.    Another statistical avenue is genetic algorithms, though they have been used in this field with mixed success (Byron and Allen, 1999; Barbu, 2002).

Finally, our research here has assumed perfect knowledge of discourse structure.  Ultimately, the goal is to be able to incrementally build discourse structure while processing a sentence.  For this to occur, one has to take into account forms of referring expression, cue words, changes in tense, etc.  There has been some work in this area such as Hahn and Strube (1997) who developed an algorithm for building a discourse hierarchy incrementally from changes in theme and centered entities.  Also, Marcu and Echihabi (2002) developed a statistical method for automatically detecting basic discourse relations such as elaboration and contrast.
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