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TASK: Predict correctness of answered words 

Given:


• Metadata (time, device, user’s country, etc)


• Answered words, with linguistic tags and parse tree















Three datasets


•en_es — English learners

•es_en — Spanish learners 

•fr_en — French learners




• For every user, their time ordered interactions were split 
into train/dev/test


• First 80% = train

• Middle 10% = dev

• Last 10% = test







Gradient Boosted Decision Tree Model





LightGBM framework








LightGBM framework


Optimal Split for Categorical Features
Leaf-wise Tree Growth

Binning for Continuous Features



• Combined exercise level and word level features


• Some engineered features

Features



Conclusions:


• Increase number of trees


• Decrease learning rate


• Randomly sample ~40% of features for each tree

Training



Recurrent Neural Network Model
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Training

• Sample sequences of 256 words


• Hide labels for second half 




Training

• Dropout and L2 Regularisation for embeddings, recurrent 
and feed forward layers


• Adam with Gradient clipping


• Gaussian Process Bandit Optimisation




Results



Results

AUC

GBDT • 0.8573

RNN • 0.8506



Ensambling



Ensambling

• Pick weighting factor maximising AUC on the dev set


• Retrain models on all data


• Predict on test set






Analysis
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