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TMU System for SLAM-2018 ‘ '

Second language acquisition modeling (SLAM) Strategy of the TMU system

This task aims to predict future mistakes for each user to help To predict the learner’s future mistakes, it is important to track a history of what and how exercises were solved

users to efficiently learn foreign language by that learner.

correct: She is my mother and he is my father TMU system has two components: | | | |

_ . . P (1) Prediction Bi-LSTM: predicts whether a learner has made a mistake for the given word in an exercise
learner: she is mother and he is hader . " o . . .
label 00 1 0 0 00 1 ] (2) History LSTM: tracks a specific learner’s information regarding the learned exercises and the words that he
abel. or she might have mistaken

Architecture of the TMU system Experiment settings

Phbhhbldbh e . hthbbabhbt T . Feature Embeddings Description Parameter Value
—> — — 1 —> — > | 1 | Word e(;y) € R Word Surface d.: Word Embedding Size 100
"""""" SN SRR Sh S’ SRY: SRR S 2 | POS Pl gy € RS Part of Speech d,: POS Embedding Size 20
3 | Session 93 c Rdsx1 Lesson, Practice or Test ds: Session Embedding Size 20
géi,l) géi,Z) géi,?») gold answers géi+1,1) g€i+1,2) géj+1,3) gold answers 4 | Format fJ‘ c Rdrx1 Reverse _translate, Reverse_tap, or Listen dr: Format Embedding Size 20
péi,l) pé;‘,z) péj,.%) predictions pé]’+l,l) p€j+l,2) p€j+1,3) predictions 5 | Days b; c R1*!1 Number of Days Since the Start for Each Learner d,: User Embedding Size 50
""""""" k-1 A ot . Sl . St Ry S - 6 | Time t; c RI*1 Amount of Time to Construct and Submit Answers for Each Learner d;: Language Embedding Size 20

cl o layer | ¢\ |ay£r : 7 | User u"' c Rdux1 Unique Identifier for Each Learner d.: Hidden Size (History) 200

G=1.M). A A A mgae n N G, ) A A A Eix;g; . % | L anguage l’ c Rdix1 . Englisf.l, Spanish, Fre‘ncf.l dy,: Hidden Size (Prediction) 100
i i layer \? i i laver '@ 9 | History Cl(j—l, My € R%~* | Last Hidden Layer of History LSTM dh: Extra Hidden Size 50
§ f § f Features used in TMU system y;l}i?wh size ié
§ f\ 472 Z:‘ § «72 «72 Z Language | Train | Dev Test | * A single model with three language Optimizer Adadelta
E\ Sl | English 1 936,782 3,000") 114,586 tracks, including English, Spanish and | Learning rate 0.1
IO P SRR WY SRR VY A - T WY SR N FTTT T T T O e - Spanish 824,899 1 3,000 | 93,145 French Initialization parameters [-0.1, +0.1]

GO0 GO0 GO0 GO0 Go0 GO French 367,402 | 3,000 | 41,753 o 0.01
; ; ; ; ; ; Number of exercises for each Ensgrnble uses different dev and Dev 3,000
v v v . y y language training sets randomly sampled from | Ensemble 10
U.1) (7,2) (,3) +L1) (+1.2) (+1,3) .
J-th exercise j+1-th exercise the data Hyper parameters

Training Original exercise: I am Japanese | OLAM evaluation results. AUROC. Conclusion & Future work

Lo = ‘;‘ Y logp(ylz;6) Replaced by new: Iam <new> English Spanish French Our system is based on RNN;
(z,y)€D Words th for th 0.861 SanalLabs | 0.838 Sanal.abs | 0.857 Sanalabs It has two components:
B _ ords that appear 1or the 1) Bi-LSTM f dicting | ,

The objective function ' ' ' ' 0.861 singsound | 0.835 NYU 0.854 singsound (1) Bi- Or predicting learners: error

first time in an exercise are g g . : -

- . . (2) LSTM for tracking learners’ learning

Ly = aLgew + (1 — &)Lgmg replaced by new word to 0.859 NYU 0.835 SlngSOUIld 0.854 NYU history

Fina| IOSS |earn new vector 0.848 TMU 0.823 TMU 0.843 CECL In this WOrk, we have not used any
0.846 CECL. 0.8183 CECL | 0.839 TMU | language-specific information.

Analysis of Tracking History 0.841 Cambridge | 0.807 Cambridge | 0.834 Cambridge As future work, we plan to exploit additional
It is important to consider | Modgl AUROC There are few teams that directly model the learning history as data for each Ianguage, such as pre-trained
what learner have learned in | W/ History Model 0.834 . . word representations, n- grams, and

. sequential data. Sanalabs also model as sequential data.
the past and how they W/O History Model | 0.648 . . . . character-based features.
dod to it i dor t singsound divide features into several types and build encoder Additional ' ‘o1 t 4
responged o 1L Oraer 1o The history model improved for each of them. On the other hand, we consider everything in ceiLona’ty, We Nope 1o INeoTporate wor
improve future predictions AUROC on English subtask one model difficulty features




