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Announcements
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• Final exam: 19:15pm, May 8, WH 1400 
• You have maximum 2 hours 45 minutes to finish it. The workload is 

designed to be 2 hours. 

• Open book test: any sort of paper-based product, e.g., book, notes, 
magazine, old tests. I don’t think they will help, but it’s up to you. 

• Exams are designed to test your ability to apply what you have learned 
and not your memory (though a good memory could help). 

• Nothing electronic, including laptop, cell phone, calculator, etc. 
• Nothing biological, including your roommate, husband, wife, your 

hamster, another professor, etc. 
• “I don’t know” gets15% partial credit. Must cross/erase everything else.
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Energy dissipated for every transition (0->1 or 1->0): ½ CL Vdd
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P = α • (E / T) = α • E f = ½ α C Vdd
2 f

α: switch activity factor. No switching, no dynamic power consumption
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Dynamic Power

P = k C V2 f
• Frequency f is proportional to Voltage V

• Intuitively: higher voltage moves electrons faster, so the clock 
speed can go up also (“overclocking” just increases clock 
speed without increasing voltage => machine might crash)

• 15% reduction in voltage requires about 15% slow down in 
frequency

• What’s the impact on dynamic power? 0.853 ≈ 60% -> 40% 
dynamic power reduction.
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• Dynamic power favors parallel processing over higher clock rate
• Take a core and replicate it 4 times: 4x speedup & 4x power
• Take a core and clock it 4 times faster: 4x speedup but 64x 

dynamic power!
• Another way to think about this

• If a task can be perfectly parallelized by 4 cores, we can 
reduce the clock frequency of each core to 1/4 while retaining 
the same performance
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Multi-core Reduces Dynamic Power

• Dynamic power favors parallel processing over higher clock rate
• Take a core and replicate it 4 times: 4x speedup & 4x power
• Take a core and clock it 4 times faster: 4x speedup but 64x 

dynamic power!
• Another way to think about this

• If a task can be perfectly parallelized by 4 cores, we can 
reduce the clock frequency of each core to 1/4 while retaining 
the same performance

• Dynamic power becomes 4 x (1/4)3 = 1/16
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• DVFS: dynamic scales voltage and frequency depending on how much 
slack there is to reduce power with little performance impact
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Dynamic Voltage and Frequency Scaling

• DVFS: dynamic scales voltage and frequency depending on how much 
slack there is to reduce power with little performance impact

• Mostly done in OS today as the “CPU frequency governor”: based on 
CPU utilization, coarse-grained (e.g., ~10 ms)

• You can control it. Try it yourself.
• Hardware can do it in finer granularity, but more complex circuits
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• Gordon Moore in 1965 predicted that the number of transistors 
doubles every year

• In 1975 he revised the prediction to doubling every 2 years
• Today’s widely-known Moore’s Law: number of transistors double 

about every 18 months (Moore never used the number 18…)
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Parameter Value Scaled 
Value

Dopant 
concentrations

Na, Nd Na/α, Nd/
α

Dimensions L, W, 
Tox

αL, αW, 
αTox

Field Ε Ε
Voltage V αV
Capacitance C αC
Current I αI

Scale factor α<1 
α = 0.7 => 2X more transistors!

Propagation time 
(~CV/I)

t αt

Frequency (1/t) f f/α

Power (CV2f) P α2P
Power/area 
(Power density)

Pd pd

Transistors/Area d d/α2

}

Dennard Scaling
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Chip Capability 

Classic Dennard Scaling  
2.8x chip capability in same power 

2x more 
transistors 

Scale chip features down 0.7x per process generation 

1.4x faster 
transistors 

0.7x 
voltage 

0.7x 
capacitance 

• Every generation: 2.8X chip capability in same power

Challenges for future computing systems, Bill Dally, 2015
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Moore’s law gave us more transistors;

Dennard scaling made them useful.


Bob Colwell, DAC 2013, June 4, 2013



Moore’s Law + Dennard Scaling Have Meant

13The CRAY-1 computer system, Russell, CACM 1978

• 2014 iPhone 6

• Frequency: 1.4 GHz 
• Speed: > 4 B Ops/second 
• Scale: > 3 Billion transistors 
• 120 g, < 5 W 
• Price: $649 
• 10 million sold in first 3 days

• 1976 Cray 1

• Frequency: 80 MHz 
• Speed: 250 M Ops/second 
• Scale: 2.5 Million transistors 
• 5,000 kg, 115 KW 
• Price: $9M 
• 80 manufactured
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Parameter Value Scaled 
Value

Dimensions L, W, 
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Voltage V 0.7 V
Frequency F 1.4 F
Power/device P 0.5 P
Power/chip P 1 P
Power density P/A P/A

Hot 
Plate

Nuclear 
Reactor

Sun 
Surface 
(~104)
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2005: End of Dennard Scaling

•What Happened?

• Supply voltage Vdd stops scaling (Can’t drop voltage below ~1 V)

•Why?

• There is a fundamental limit as to how much voltage we need to 

switch a transistor, called threshold voltage (Vth). 
• Vth stopped scaling because leakage power/reliability/variation 

becomes huge issues, and accordingly Vdd stops scaling
• The demise of Dennard Scaling coupled with power density 

reaching the limit is a huge crisis for computing industry

• Power density reached limit even with Dennard scaling, now voltage 

stops scaling, and things started becoming worse
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Dark Silicon 
n. [därk, sĭl′ĭ-kən, -kŏn′] 
More transistors on chip (Moore’s Law), but a growing fraction 
cannot actually be used due to power limits.
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Appears in the Proceedings of the 38th International Symposium on Computer Architecture (ISCA ’11)

Dark Silicon and the End of Multicore Scaling

Hadi Esmaeilzadeh† Emily Blem‡ Renée St. Amant§ Karthikeyan Sankaralingam‡ Doug Burger⇧
†University of Washington ‡University of Wisconsin-Madison
§The University of Texas at Austin ⇧Microsoft Research

hadianeh@cs.washington.edu blem@cs.wisc.edu stamant@cs.utexas.edu karu@cs.wisc.edu dburger@microsoft.com

ABSTRACT
Since 2005, processor designers have increased core counts to ex-
ploit Moore’s Law scaling, rather than focusing on single-core per-
formance. The failure of Dennard scaling, to which the shift to mul-
ticore parts is partially a response, may soon limit multicore scaling
just as single-core scaling has been curtailed. This paper models
multicore scaling limits by combining device scaling, single-core
scaling, and multicore scaling to measure the speedup potential for
a set of parallel workloads for the next five technology generations.
For device scaling, we use both the ITRS projections and a set
of more conservative device scaling parameters. To model single-
core scaling, we combine measurements from over 150 processors
to derive Pareto-optimal frontiers for area/performance and pow-
er/performance. Finally, to model multicore scaling, we build a de-
tailed performance model of upper-bound performance and lower-
bound core power. The multicore designs we study include single-
threaded CPU-like and massively threaded GPU-like multicore chip
organizations with symmetric, asymmetric, dynamic, and composed
topologies. The study shows that regardless of chip organization
and topology, multicore scaling is power limited to a degree not
widely appreciated by the computing community. Even at 22 nm
(just one year from now), 21% of a fixed-size chip must be powered
o↵, and at 8 nm, this number grows to more than 50%. Through
2024, only 7.9⇥ average speedup is possible across commonly used
parallel workloads, leaving a nearly 24-fold gap from a target of
doubled performance per generation.
Categories and Subject Descriptors: C.0 [Computer Systems Or-
ganization] General — Modeling of computer architecture; C.0
[Computer Systems Organization] General — System architectures
General Terms: Design, Measurement, Performance
Keywords: Dark Silicon, Modeling, Power, Technology Scaling,
Multicore

1. INTRODUCTION
Moore’s Law [24] (the doubling of transistors on chip every 18

months) has been a fundamental driver of computing. For the past
three decades, through device, circuit, microarchitecture, architec-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
ISCA’11, June 4–8, 2011, San Jose, California, USA.
Copyright 2011 ACM 978-1-4503-0472-6/11/06 ...$10.00.

ture, and compiler advances, Moore’s Law, coupled with Dennard
scaling [11], has resulted in commensurate exponential performance
increases. The recent shift to multicore designs has aimed to in-
crease the number of cores along with transistor count increases,
and continue the proportional scaling of performance. As a re-
sult, architecture researchers have started focusing on 100-core and
1000-core chips and related research topics and called for changes
to the undergraduate curriculum to solve the parallel programming
challenge for multicore designs at these scales.

With the failure of Dennard scaling–and thus slowed supply volt-
age scaling–core count scaling may be in jeopardy, which would
leave the community with no clear scaling path to exploit contin-
ued transistor count increases. Since future designs will be power
limited, higher core counts must provide performance gains despite
the worsening energy and speed scaling of transistors, and given
the available parallelism in applications. By studying these charac-
teristics together, it is possible to predict for how many additional
technology generations multicore scaling will provide a clear ben-
efit. Since the energy e�ciency of devices is not scaling along with
integration capacity, and since few applications (even from emerg-
ing domains such as recognition, mining, and synthesis [5]) have
parallelism levels that can e�ciently use a 100-core or 1000-core
chip, it is critical to understand how good multicore performance
will be in the long term. In 2024, will processors have 32 times the
performance of processors from 2008, exploiting five generations
of core doubling?

Such a study must consider devices, core microarchitectures,
chip organizations, and benchmark characteristics, applying area
and power limits at each technology node. This paper consid-
ers all those factors together, projecting upper-bound performance
achievable through multicore scaling, and measuring the e↵ects of
non-ideal device scaling, including the percentage of “dark silicon”
(transistor under-utilization) on future multicore chips. Additional
projections include best core organization, best chip-level topology,
and optimal number of cores.

We consider technology scaling projections, single-core design
scaling, multicore design choices, actual application behavior, and
microarchitectural features together. Previous studies have also
analyzed these features in various combinations, but not all to-
gether [8, 9, 10, 15, 16, 21, 23, 28, 29]. This study builds and
combines three models to project performance and fraction of “dark
silicon” on fixed-size and fixed-power chips as listed below:

• Device scaling model (DevM): area, frequency, and power
requirements at future technology nodes through 2024.
• Core scaling model (CorM): power/performance and area/

performance single core Pareto frontiers derived from a large
set of diverse microprocessor designs.
• Multicore scaling model (CmpM): area, power and perfor-
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No Moore’s Law for batteries
Fred Schlachter1

American Physical Society, Washington, DC 20045

The public has become accustomed to 
rapid progress in mobile phone technol-
ogy, computers, and access to information; 
tablet computers, smart phones, and other 
powerful new devices are familiar to most 
people on the planet. 

These developments are due in part to the 
ongoing exponential increase in computer 
processing power, doubling approximately 
every 2 years for the past several decades. 
This pattern is usually called Moore’s Law 
and is named for Gordon Moore, a co-
founder of Intel. The law is not a law like 
that for gravity; it is an empirical obser-
vation, which has become a self-fulfilling 
prophecy. Unfortunately, much of the 
public has come to expect that all technol-
ogy does, will, or should follow such a law, 
which is not consistent with our everyday 
observations: For example, the maximum 
speed of cars, planes, or ships does not in-
crease exponentially; maximum speed bare-
ly increases at all.

Cars require a portable fuel, preferably 
one that is widely available, low in cost, 
and with a high energy density. Gasoline 
is nature’s ideal fuel. A full tank of gasoline 
contains as much energy as 1,000 sticks of 
dynamite. However, cost, national security, 
global climate change, and pollution lead 
to a national need to wean ourselves from 
powering cars with gasoline. There are not 
many alternate candidates. Natural gas is 
still a fossil fuel, and hydrogen can pres-
ently be produced only at a high energy cost 
and has low energy density. And then there 
is electricity. We power our mobile phones 
and our laptops with lithium-ion batter-
ies—why not power our cars this way? We 
already have an infrastructure for generat-
ing and distributing electricity. If only we 
had batteries that could store enough ener-
gy to power a car several hundred kilome-
ters and that were not too heavy and would 
not cost a fortune.

Sadly, such batteries do not exist. There 
is no Moore’s Law for batteries. The reason 

there is a Moore’s Law for computer pro-
cessors is that electrons are small and they 
do not take up space on a chip. Chip per-
formance is limited by the lithography tech-
nology used to fabricate the chips; as lithog-
raphy improves ever smaller features can be 
made on processors. Batteries are not like 
this. Ions, which transfer charge in batter-
ies, are large, and they take up space, as do 
anodes, cathodes, and electrolytes. A D-cell 
battery stores more energy than an AA-cell. 
Potentials in a battery are dictated by the 
relevant chemical reactions, thus limiting 
eventual battery performance. Significant 
improvement in battery capacity can only 
be made by changing to a different chem-
istry.

Scientists and battery experts, who have 
been optimistic in the recent past about im-
proving lithium-ion batteries and about de-
veloping new battery chemistries—lithium/
air and lithium/sulfur are the leading can-
didates—are considerably less optimistic 
now. Improvement in energy storage den-
sity of lithium-ion batteries has been only 
incremental for the past decade. A large-
scale research consortium (the Joint Center 
for Energy Storage Research) has been cre-
ated with an ambitious goal of improving 
energy storage density by a factor of five 
and reducing cost by a factor of five in 5 
years. This can only happen if there is a ter-
rific, wonderful, and amazing breakthrough 
in battery technology. One can only hope.

In addition to increased performance 
and lower cost, batteries need to be safe. Of 
course gasoline is not safe, there are hun-
dreds of thousands of car fires every year in 
the United States. Nonetheless, the public 
is more wary of electricity than of gasoline, 
and the recent safety issues of lithium-ion 
batteries on Boeing 787 aircraft have done 
little to reassure the public about the safety 
of such batteries. Consumers are question-
ing the practice of putting into cars batter-
ies that can burst into flames.

Meanwhile, while waiting for a wonderful 

breakthrough in battery technology, we do 
have a valuable and underutilized resource: 
energy efficiency, which in many cases is 
free or even has a negative cost. Cars can 
be made more energy efficient by reducing 
size, weight, and power. Incentives to re-
duce vehicle miles driven can be made by 
improving access to public transit. There 
are policy and financial incentives to driv-
ing less, such as higher taxes on gasoline to 
investments in the public transportation 
infrastructure. 

Improving the energy efficiency of cars 
is not a long-term solution to the problems 
related to combustion of fossil fuels, as cars 
will still be powered by gasoline. However, 
improved energy efficiency can happen and 
is happening. A good example of improved 
energy efficiency is hybrid cars, which can 
be considerably more energy efficient than 
traditional cars. We must take this prag-
matic direction while awaiting that terrific 
breakthrough in battery technology we all 
so desire.

Author contributions: F.S. wrote the paper.
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1E-mail: fsschlachter@gmail.com.
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Mobile CPU’s Rise to Power: Quantifying the Impact of Generational
Mobile CPU Design Trends on Performance, Energy, and User Satisfaction

Matthew Halpern Yuhao Zhu Vijay Janapa Reddi
The University of Texas at Austin, Department of Electrical and Computer Engineering

{matthalp,yzhu}@utexas.edu, vj@ece.utexas.edu

Abstract
In this paper, we assess the past, present, and future of mo-

bile CPU design. We study how mobile CPU designs trends
have impacted the end-user, hardware design, and the holistic
mobile device. We analyze the evolution of ten cutting-edge
mobile CPU designs released over the past seven years. Specif-
ically, we report measured performance, power, energy and
user satisfaction trends across mobile CPU generations.

A key contribution of our work is that we contextualize the
mobile CPU’s evolution in terms of user satisfaction, which
has largely been absent from prior mobile hardware studies.
To bridge the gap between mobile CPU design and user sat-
isfaction, we construct and conduct a novel crowdsourcing
study that spans over 25,000 survey participants using the
Amazon Mechanical Turk service. Our methodology allows
us to identify what mobile CPU design techniques provide the
most benefit to the end-user’s quality of user experience.

Our results quantitatively demonstrate that CPUs play a
crucial role in modern mobile system-on-chips (SoCs). Over
the last seven years, both single- and multicore performance
improvements have contributed to end-user satisfaction by
reducing user-critical application response latencies. Mo-
bile CPUs aggressively adopted many power-hungry desktop-
oriented design techniques to reach these performance levels.
Unlike other smartphone components (e.g. display and radio)
whose peak power consumption has decreased over time, the
mobile CPU’s peak power consumption has steadily increased.

As the limits of technology scaling restrict the ability of
desktop-like scaling to continue for mobile CPUs, specialized
accelerators appear to be a promising alternative that can help
sustain the power, performance, and energy improvements that
mobile computing necessitates. Such a paradigm shift will
redefine the role of the CPU within future SoCs, which merit
several design considerations based on our findings.

1. Introduction
Mobile hardware design is driven by ambitious user require-

ments. Users demand that each generation compute faster, last
longer, and fit more components into increasingly thin form
factors. The fast pace at which new application use cases,
wireless technologies, and sensor capabilities emerge implies
that mobile system-on-chip (SoC) designs must quickly adopt
and adapt to the rapidly changing conditions, or perish.

At the forefront of this hardware innovation is the mobile
CPU. Mobile CPUs are being introduced at an unprecedented
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Fig. 1: Breakdown of yearly ARM Cortex-A CPU design market
share. Mobile CPU core designs have rapid design iteration
and innovation. At least one new core design is released each
year and newer designs overshadow the older ones.

rate to keep pace with end-user demands. Fig. 1, based on
data mined from over 1700 Android smartphone specifica-
tions, conveys the fast pace at which mobile CPU designs
have evolved. Considering the ARM-based Cortex-A series
alone, the most dominant mobile CPU design in smartphones
and tablets to date [1], at least one new CPU core design has
been released each year for the last six years – each signifi-
cantly more advanced than the last. In comparison, x86-based
desktop CPU designs did not exhibit as dramatic changes.
Intel-based desktop processors only exhibited four significant
core design changes throughout the same time span.

The rapid design innovation, pervasiveness in society, and
power-constrained nature of mobile hardware necessitate the
need to understand the implications of their current design
trends on future designs. Mobile CPUs have evolved from em-
bedded processors to desktop-like single-chip multiprocessors
to provide application responsiveness to end-users. However,
mobile CPUs, like any embedded processor, operate under a
stricter set of power, thermal and energy constraints than their
desktop counterparts. Therefore, there is a need to understand
the effectiveness of these designs trends, both in terms of the
end-users’ satisfaction and hardware efficiency.

In this paper, we take the first steps towards understanding
the mobile hardware evolution by studying the mobile CPU
in conjunction with end-user experience. We measure and
quantify the performance, power, energy, and user satisfac-
tion trends across mobile CPU designs released between 2009
and 2015. Our study spans across ten mobile CPUs, repre-
senting the evolution of the seven consecutive generations of

978-1-4673-9211-2/16/$31.00 c� 2016 IEEE
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Entering the Era of Specialization
• Instead of building general-purpose processors that can do 

everything, but inefficiently, let’s build specialized processors 
that can only do limited things, but extremely efficiently.

• Extreme example: Application-Specific Integrated Circuit (ASIC)
• Imagine the entire processor is an FP adder with 2 registers


• Instruction delivery: none. Instructions are implicit (add). 
• Data feeding: simple. 
• Control: little: clock the adder, simple pipeline, etc. 
• Execution: will be the major power consumer. 
• Flexibility/programmability: very limited: addition only, nothing else!
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Entering the Era of Specialization
• Another example: Graphics Processing Unit (GPU)


• SIMT: Single instruction multiple thread 
• SIMT amortizes control/instruction delivery overhead 
• Data feeding is still very complex 
• More efficient execution for applications that are massively parallel
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30 second video: 1920 x 1080, @ 30fps 
8-bits per color → 24 bits/pixel → 6.2MB/frame (6.2 MB*30 sec*30 fps = 5.2 GB) 
Actual H.264 video file size: 65.4 MB (80-to-1 compression ratio) 
Compression/encoding performed in real time on iPhone 5s

Numbers credit: Kayvon Fatahalian
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•Main Idea: Exploiting Redundancies
• Spatial redundancy: value of pixels in neighboring regions of a 

frame are good predictor of values for other pixels in the frame,
• Temporal redundancy: pixels from nearby frames in time are a 

good predictor for the current frame’s pixels (e.g., objects move 
slightly on screen between frames)

 CMU 15-769, Fall 2016

Inter-frame prediction (P-macroblock)
▪ Predict sample values using values from a block of a previously decoded frame * 

▪ Basic idea: current frame formed by translation of pixels from temporally 
nearby frames (e.g., object moved slightly on screen between frames) 
- “Motion compensation”: use of spatial displacement to make prediction 

about pixel values

Recently decoded frames 
(stored in “decoded picture buffer”)

macroblock

Frame currently 
being decoded

* Note: “previously decoded” does not imply source frame must come before frame in the video sequence. 
   (H.264 supports decoding out of order.)

Motion 
Vector

Slides credit: Kayvon Fatahalian
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• Key Operation: Motion Estimation

• Remember, must execute motion estimation in real-time for HD 

video (1920x1080), on a low-power smartphone.

 CMU 15-769, Fall 2016

Motion estimation
▪ Encoder must find reference block that predicts current frame’s pixels well.  

- Can search over multiple pictures in decoded picture buffer + motion vectors can be 
non-integer (huge search space) 

- Must also choose block size (macroblock partition size) 
- And whether to predict using combination of two blocks 
- Literature is full of heuristics to accelerate this process  

- Remember, must execute motion estimation in real-time for HD video 
(1920x1080), on a low-power smartphone

A

gray area: 
search region Decoded picture 

buffer: frame 0
Current frame

Limit search window:

Slides credit: Kayvon Fatahalian
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• Specialized hardware for H.264 video codec is virtually in every 
(mobile) platforms. Very efficient for video (de)-compression, but 
can’t do much else.

Slides credit: Kayvon Fatahalian

 CMU 15-769, Fall 2016

H.264/AVC video encoding

Intra-frame 
Prediction

Transform/
Quantize 
Residual

Decoded 
picture buffer

Source 
Video 

Frame

Compressed 
Video Stream

Prediction parameters

Actual MB pixels
Basis 

coefficients

Credit: Figure derived from H.264 Advanced Video Compression Standard, I. Richardson, 2010

Inter-frame 
Prediction

Predicted MB
Compute 
Residual

Entropy 
Encoder

Motion 
Vector Pred.

Compute 
MV Diffs

Inverse 
transform/ 

quantize
Deblock

Motion 
vectors

MB = macroblock 
MV = motion vector
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Example: Computational Photography
• High-quality cameras are key product differentiators for today’s 

consumer smartphones.
• But smartphone cameras aren’t as good as high-end digital 

single-lens reflex cameras.

• Aperture, focal length, pixels, dynamic range, sensors, resolution, etc.

• How to achieve DSLR-like quality in a smartphone form factor?
• Computational photography: digitally post-processing images


• E.g., High-dynamic range (HDR) 
• Used to be just in desktop photo editing software (e.g., PhotoShop), 

but now in high-end smartphones

36
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Example: Computational Photography
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Google 
Pixel 2

• ISP (Image Signal Processor): Specialized processors for 
imaging and computational photography algorithms.


• Fast, energy-efficient, but only for imaging



Example: Machine Learning
•Machine learning (e.g., Neural Networks) takes over the world

• Computer vision is the poster-child example

• Natural language processing, Precision medicine, robotics 

planning, house rent/load prediction, games, etc.

39



Example: Machine Learning
• Neural networks make heavy use of the convolution operation


• Convolution can be transformed to matrix-multiplication 
• Convolutional neural networks (CNN) are by far the most popular NN, 

especially effectively for computer vision tasks

40



Example: Machine Learning
• Google Tensor Processing Unit (TPU)


• Specialized processor (i.e., systolic array architecture) for tensor 
processing (matrix multiply) 

• (Arguably) 30x~80x more power-efficient than GPU

41
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Today’s Mobile Processor Chips

42

• Systems-on-a-chip (SoC)

• Observation: Emerging 

mobile applications often 
make use of multiple 
specialized hardware 
components simultaneously 


• Research challenge: Instead 
of designing them in isolation, 
how do we co-design them?
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Euphrates: Algorithm-SoC Co-Design for Low-Power Mobile Continuous Vision

Yuhao Zhu1 Anand Samajdar2 Matthew Mattina3 Paul Whatmough3

1University of Rochester
2Georgia Institute of Technology

3ARM Research

Abstract
Continuous computer vision (CV) tasks increasingly rely on

convolutional neural networks (CNN). However, CNNs have
massive compute demands that far exceed the performance
and energy constraints of mobile devices. In this paper, we
propose and develop an algorithm-architecture co-designed
system, Euphrates, that simultaneously improves the energy-
efficiency and performance of continuous vision tasks.

Our key observation is that changes in pixel data between
consecutive frames represents visual motion. We first propose
an algorithm that leverages this motion information to relax
the number of expensive CNN inferences required by contin-
uous vision applications. We co-design a mobile System-on-
a-Chip (SoC) architecture to maximize the efficiency of the
new algorithm. The key to our architectural augmentation is to
co-optimize different SoC IP blocks in the vision pipeline col-
lectively. Specifically, we propose to expose the motion data
that is naturally generated by the Image Signal Processor (ISP)
early in the vision pipeline to the CNN engine. Measurement
and synthesis results show that Euphrates achieves up to 66%
SoC-level energy savings (4⇥ for the vision computations),
with only 1% accuracy loss.

1. Introduction
Computer vision (CV) is the cornerstone of many emerging
application domains, such as advanced driver-assistance sys-
tems (ADAS) and augmented reality (AR). Traditionally, CV
algorithms were dominated by hand-crafted features (e.g.,
Haar [109] and HOG [55]), coupled with a classifier such as a
support vector machine (SVM) [54]. These algorithms have
low complexity and are practical in constrained environments,
but only achieve moderate accuracy. Recently, convolutional
neural networks (CNNs) have rapidly displaced hand-crafted
feature extraction, demonstrating significantly higher accuracy
on a range of CV tasks including image classification [104],
object detection [85, 97, 99], and visual tracking [56, 91].

This paper focuses on continuous vision applications that
extract high-level semantic information from real-time video
streams. Continuous vision is challenging for mobile archi-
tects due to its enormous compute requirement [117]. Using
object detection as an example, Fig. 1 shows the compute
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Fig. 1: Accuracy and compute requirement (TOPS) comparison be-
tween object detection techniques. Accuracies are measured against
the widely-used PASCAL VOC 2007 dataset [32], and TOPS is based
on the 480p (640⇥480) resolution common in smartphone cameras.

requirements measured in Tera Operations Per Second (TOPS)
as well as accuracies between different detectors under 60
frames per second (FPS). As a reference, we also overlay the
1 TOPS line, which represents the peak compute capability
that today’s CNN accelerators offer under a typical 1 W mo-
bile power budget [21, 41]. We find that today’s CNN-based
approaches such as YOLOv2 [98], SSD [85], and Faster R-
CNN [99] all have at least one order of magnitude higher
compute requirements than accommodated in a mobile device.
Reducing the CNN complexity (e.g., Tiny YOLO [97], which
is a heavily truncated version of YOLO with 9/22 of its layers)
or falling back to traditional hand-crafted features such as
Haar [61] and HOG [113] lowers the compute demand, which,
however, comes at a significant accuracy penalty.

The goal of our work is to improve the compute efficiency of
continuous vision with small accuracy loss, thereby enabling
new mobile use cases. The key idea is to exploit the motion
information inherent in real-time videos. Specifically, today’s
continuous vision algorithms treat each frame as a standalone
entity and thus execute an entire CNN inference on every
frame. However, pixel changes across consecutive frames are
not arbitrary; instead, they represent visual object motion. We
propose a new algorithm that leverages the temporal pixel
motion to synthesize vision results on many frames with little
computation while avoiding expensive CNN inferences.

Our main architectural contribution in this paper is to co-

1

Co-design Image Signal Processor with 
Specialized CNN Hardware Accelerator
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The Role of a Computer System Designer

• Look Up

• Nature of the problems

• Look Down

• Nature of the circuit 

technology and physics

• Look Backward

• Evaluating old ideas in light 

of new technologies

• Look Forward

• Listen to dreamers and 

predict the future
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Software is Eating the World

Geocomputers and the Commercial Borg, Michael B. Taylor, 2017
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Software is Eating the World

Hardware is Doing the Chewing

Geocomputers and the Commercial Borg, Michael B. Taylor, 2017
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Software is Eating the World

Hardware is Doing the Chewing

“It’s the System, Stupid”

Geocomputers and the Commercial Borg, Michael B. Taylor, 2017


