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Abstract

We describe ongoing research towards building a cog-
nitively plausible system for near one-shot learning of
the meanings of attribute words and object names, by
grounding them in a sensory model. The system learns
incrementally from human demonstrations recorded
with the Microsoft Kinect, in which the demonstrator
can use unrestricted natural language descriptions. We
achieve near-one shot learning of simple objects and at-
tributes by focusing solely on examples where the learn-
ing agent is confident, ignoring the rest of the data. We
evaluate the system’s learning ability by having it gener-
ate descriptions of presented objects, including objects
it has never seen before, and comparing the system re-
sponse against collected human descriptions of the same
objects. We propose that our method of retrieving ob-
ject examples with a k-nearest neighbor classifier using
Mahalanobis distance corresponds to a cognitively plau-
sible representation of objects. Our initial results show
promise for achieving rapid, near one-shot, incremental
learning of word meanings.

Introduction
One of the great challenges for cognitive systems is
grounded language learning. How can an agent learn the
meaning of words by associating them with objects, events,
and situations in the world? An additional challenge is ac-
counting for how children learn language so quickly, often
learning new words from just one training instance. This
ability stands in stark contrast to previous computational
models of language learning that use statistical association
over large amounts of training data (e.g. work by Yu and Bal-
lard (2004) and Roy and Pentland (2002)). We report initial
results on a project that attempts to achieve one-shot learn-
ing of word meanings by incorporating some of the heuris-
tics that children appear to use. The most critical heuristic
we explore in this paper is selective learning from training
instances that are just beyond the scope of the agents current
understanding. By focusing solely on instances when most
of a scene and much of the language is understood, we can
provide a rich context that allows the agent to learn from the
novel parts of the situation and language.
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A child’s environment is crucial to language learning, as
it provides referents for new words in a context and grounds
them in an experience that is necessary for applying that
knowledge to new situations. Learning a new word is a com-
plex process. When the child first hears an unknown word,
they can use syntactic clues to guess the word’s part of
speech. Next, they must determine the referent for the word
- is it an object? A property? An action? There are numer-
ous possibilities, but children use heuristics such as mutual
exclusion, shape bias, and joint attention to narrow down
the choices. When considering this in the context of artifi-
cial intelligence, we see this advantage in the core of the
symbol grounding hypothesis (Harnad 1990), which claims
that all words must eventually be grounded in an experience,
whether directly or through other words.

Consider an example of learning from almost-understood
situations. Say the agent hears the utterance, “This is a
red truck” in an environment containing objects on a table.
There is a car and truck on the table proximate to the demon-
strator’s hands, and that the learning agent currently doesn’t
know anything about trucks. Using its existing knowledge
of syntax and the meaning of the words “this”, “is”, “a”
and “red”, its parser can hypothesize that the unknown word
“truck” is a noun, and being in the context of a physical
demonstration, learn that it probably names a physical ob-
ject. Using joint attention with the proximity to the demon-
strator’s hands, the agent assumes that the object being re-
ferred to is either the car or the truck. There are many ways it
might conclude that the truck is the object being described.
If it already knows how to identify cars, then the heuristic
of mutual exclusion will lead it to conclude that the new un-
known word “truck” corresponds to the new unknown ob-
ject, the truck. If neither the car or truck are known, but
the agent knows the meaning of red, then it can use the
knowledge that the new object is red in order to identify the
intended object. Because the language and situation were
mostly understood, the agent is able to create a very high
value training instance for the meaning of the word “truck”.

By leveraging the partial understanding it develops over
time, our agent can identify high-quality training instances,
allowing effective near-one-shot learning. In addition, the
approach intuitively has great promise for accounting for
the incremental nature of language learning, where the more
you learn the more effectively you are able to learn. Our



preliminary results reported here indicate a significant ad-
vantage to this strategy: we significantly improve results
by throwing away much of the available training data that
would be used in associative learning techniques and focus-
ing on these high-quality cases, and demonstrate near one-
shot learning in simple situations.

Related Work

Early work with similar motivations towards computational
language learning can be found in EBLA (Pangburn, Math-
ews, and Iyengar 2003), which used a similar environment
with proto-English rather than unrestricted natural language.
It learns object names as well as actions, an area of future
work for this project, but does not learn attributes. Both their
system and ours use simple features that feasibly map to nat-
ural language attributes. Although their results include ac-
tion recognition, our identification results prove to be at least
comparable to theirs with much less training data.

One of our goals is to build a system that could be trained
and tested in real-time without annotations. Work by Ma-
tuszek et al. (2012) addresses a discriminative version of
our task (including language learning through probabilistic
categorial grammar induction), where features are assigned
to descriptive and object words and then used with the lan-
guage model to pick the described subset of visible objects.
Their robust image features are trained with a batch process
on annotated images and representative features are indi-
cated by different feature weights for different words. While
they achieve promising results, we focus on a task that does
not require their annotations from Mechanical Turk, which,
while improving the data collection bottleneck, does not fa-
cilitate learning in a natural environment.

We also hope to take advantage of a simpler environment
and explore how knowledge can be built from the ground
up in tandem with language development. The problem of
attribute learning has been mainly tackled from the field of
computer vision with large datasets, such as work done by
Farhadi et al. (2009), which used larger annotated data sets
but achieved impressive results on more complicated, nat-
ural images. Work by Fei-Fei, Fergus, and Perona (2006)
showed initial results towards the goal of one-shot learning
for the task of determining whether an object in a given cate-
gory appeared in an image or not, using similarly annotated
data. However, these results do not lead any insights into
how language and attribute learning complement each other,
nor do they explore learning in a natural environment.

We choose to learn words and concepts, rather than
phonemes as in work by Roy and Pentland (2002). Roy and
Pentland tackled symbol grounding, word learning, and seg-
mentation simultaneously, assuming no prior lexical, syn-
tactic, or semantic knowledge. We choose to approach lan-
guage learning assuming the child already has the capability
for segmenting words and identifying basic parts of speech
using syntactic context. This allows us to both develop richer
models of word meanings in the future as well as utilize
sentence-level context to learn word meanings.

Learning Environment and Data Collection
Our training and test environment consists of a table with
various colored blocks and toys. A person stands behind the
table, places one or two objects at a time in a designated
demonstration area on the table, and describes the objects in
unconstrained natural language while pointing to them, pro-
viding an explicit indication of attention. Audio is recorded
and transcribed by hand with timestamps at the utterance
level, but there are no other annotations beyond timestamps.
We use these intervals to match the spoken descriptions to
the feature data extracted from each frame. Video is recorded
using the Microsoft Kinect to obtain RGB + Depth informa-
tion and skeleton tracking for detecting hand locations.

The motivation for this type of environment was to more
closely approximate one that a child would be exposed to
when learning words. We acknowledge that children may
not need to be explicitly spoken to to learn words, but this
method of data collection has advantages that allow us to fo-
cus on the goals of the project without dealing with unrelated
factors such as belief modeling of multiple people or greater
context awareness. Subjects need only a brief introduction
to the task required, our attentional mechanisms can focus
on a static environment, and lighting conditions remain con-
sistent. The “blocks world” environment also allows us to
focus on learning names for basic properties without having
to consider more complicated object models. However, we
do include a number of more complicated objects, such as
toy cars and trucks.

Language Processing
The transcribed data is passed through the TRIPS parser
(Allen, Swift, and de Beaumont 2008) for simultaneous lex-
icon learning and recognition of object descriptions. Words
are part-of-speech tagged by the Stanford POS tagger, then
passed to the TRIPS parser with dependency information
from the Stanford dependency parser. The TRIPS parser
generates a semantic parse from this input, with concepts
filled in from the ontology if they are known.

Lexicon Learning
While we use the full TRIPS parser, we start with a lim-
ited initial lexicon of the 500 most commonly used words
in English together with the associated subpart of the TRIPS
ontology. When an unknown word is encountered, the parser
constructs an underspecified lexical entry and then uses sur-
rounding syntax to find the syntactic and semantic features
for that word that allow the most semantically plausible in-
terpretation. As a simple example, given a sentence, “This is
a blue block”, where block is the unknown word, the system
determines that the most plausible parse involves block as a
noun naming a physical object. This new word is then added
to the lexicon and ontology as a subclass of PHYS-OBJECT.

Speech Act Recognition
The combination of syntactic and semantic parsing infor-
mation from the parser is then passed to a rule-based sys-
tem for identifying various speech acts involving objects. A
demonstration speech act, where the subject introduces and



Figure 1: The learning environment.

describes an object, is recognized by analyzing the parse for
proximal deictic expressions, such as here or this. A men-
tion speech act is signified by a mention of an object that is
not explicitly introduced. A describe speech act is one that
includes a reference to a previously mentioned object and
adds additional information about it. Decomposing the lan-
guage input into these speech acts allows the agent to take
in language that might occur in a more natural environment
rather than one consisting of a person simply naming ob-
jects. Finally, during testing, the subject says some variation
of “What is this?” to indicate a request for identification of
the object being pointed to.

Feature Extraction
As we are prioritizing learning semantically meaningful rep-
resentations of properties and objects, our focus is on gener-
ating natural language interpretable representations that can
be tied to concepts. To this end, we do not use local feature-
matching algorithms such as SIFT (Lowe 1999) or HOG
(Dalal and Triggs 2005), and instead attempt to capture gen-
eralizable properties such as shape, color, and texture that
might occur in different combinations than those seen in ob-
jects in the training set.

We first perform object segmentation using Kinect depth
information, which provides a pixel-level contour around
each of the objects in the scene. Then, we convert color
within the contour from RGB space to Lab color space,
which has the advantage that the Euclidean distance metric
is roughly analogous to human perception of color. In addi-
tion, the separation of the luminance value from the chroma
values allows for some invariance to changes in lighting.
Shape is captured using scale- and rotation-invariant Hu
moments (Hu 1962) and Zernike moments (Khotanzad and
Hong 1990). Zernike moments can be used not only for clas-
sification, but also for sampling an example of the stored
shape data. We also extract the color variance for a rudi-
mentary texture feature and the size of the object in pixels.
Segmentation and feature extraction can be calculated at 8-
10 frames per second, enabling interactive sessions in the
future.

Classification and Description Generation
Our task for the system is to generate a description of an
object consisting of its salient features, such as color, shape,
and size, and its name.

Matching Words to Feature Spaces
Although we can record the values of the features corre-
sponding to mentions of a descriptive word, we want to learn
which of those features is actually relevant to the meaning
of the word. To do this, we calculate a ratio for each fea-
ture space: the scaled sum of square deviations for the word
to that of all of the feature data. The feature space with the
lowest ratio is assigned to that word as its representative fea-
ture, although it is continuously reevaluated as new data is
presented to the system. Intuitively, we are comparing the
variance of the data when a descriptive word is present to
when it is not. If a word decreases the expected variance of a
feature space, then it is likely that word conveys some mean-
ing with respect to that feature. A similar idea was used in
work by Pangburn, Mathews, and Iyengar (2003) - however,
with our multi-dimensional features, our method performs
better than an element-wise variance ratio.

Learning the representative feature for one word, whether
from an ontology or from experience, also conveys informa-
tion about other representative features. For example, if we
had a training environment where all tall blocks were blue,
but the agent saw some short blocks, it could learn that the
representative feature of “blue” is color, and that would ex-
plain the low variance in the color dimension of the tall blue
blocks, leaving only the height-width ratio to be explained
by the term “tall”.

For object names, we do not expect that the word can be
tied to one particular feature, but rather some combination
of features. However, we can still use the above method to
learn how relevant different features are to the meaning of
an object.

k-Nearest Neighbor Classifier
A k-Nearest Neighbor classifier (k-NN) returns the classifi-
cation that has the highest score of the k closest examples
according to some distance metric (usually Euclidean dis-
tance over the feature vectors). This method has the advan-
tage that we do not require any time for batch processing and
can therefore feasibly work towards an interactive system.
Examples are weighted according to the number of times
their classification has appeared so far, using the method de-
scribed in Brown and Koplowitz (1979) to compensate for
the effect the prior probabilities of classifications have on
k-NN for large k.

k was chosen using a dev set of 18 objects. As our k-
NN classifier is distance-weighted, small changes in k do
not have a significant effect on results. However, a k set too
large will tend towards the prior probability of the objects
and attributes, which is undesirable since we do not expect
new objects to follow the same distribution. We found that
our chosen k value provided consistent results even as more
training data was added, yet scaling beyond 5 videos may
require a k that is dependent on the amount of training data
stored.



Mahalanobis Distance We use the Mahalanobis distance
metric (Mahalanobis 1936) in place of Euclidean distance
for object classification. With this distance metric, distances
are scaled according to the precision matrix (the inverse of
the covariance matrix), providing both a way of reducing
the influence of distances along dimensions irrelevant to the
current descriptive word and of normalizing distances across
different feature spaces to create a single distance value for
object classification.

The Mahalanobis distance metric can be seen as a kind of
feature weighting both within dimensions of features and be-
tween whole features. For example, for a given color word,
the lightness dimension of Lab color space will vary more
than the color dimensions. Therefore, distance in the light-
ness dimension will have a reduced effect on classification.
Scaling features in this manner also allows us to combine
disjoint features of varying dimensions and distributions, al-
lowing greater flexibility for future features.

To see how the Mahalanobis distance metric is a plausible
semantic representation for a cognitive system, consider an
experience with an apple. After seeing a number of apples
that all happen to be red, we would expect that redness is a
property of apples. We would also have a shape and texture
associated with an apple, and would use these properties to
identify whether a new object is an apple or not. Upon see-
ing different color apples, however, the variance in the color
space would increase, and while we would usually identify
objects as apples if their color was consistent with our pre-
vious experiences, we would also be more open to the idea
that an apple could be a different color, and color would be
a less informative and intrinsic property of apples.

With a Gaussian mixture model, an agent would have to
know the number of colors of an apple beforehand, lest a
single Gaussian fitted to the color data would assign a high
likelihood to orange apples. Nonparametric mixture mod-
els like Dirichlet Mixture Models would address this issue,
but would likely require much more training data to form
the correct representation. However, we may consider them
for future work. Our results show that considering the preci-
sion of a feature as a measure of its intrinsic nature for the
meaning of an object remains a reliable metric even with a
different type of classifier or model.

Description Generation When generating a description
for an object, we must choose the best object name as well
as a number of descriptive words. The object name is cho-
sen according to the k-NN using the sum of the Mahalanobis
distances from each of the feature spaces. For choosing ad-
jectives, we only consider one feature space at a time, and
choose the adjective according to k-NN. However, it may be
that a feature space is not particularly salient for this exam-
ple or there may be conflicting descriptions. To account for
this, we also consider “null” examples in the k-NN selection
- those with descriptions that are not associated with that
feature space - and assign them a low weight. If the high-
est score comes from null examples, or if there is a strong
conflict between different descriptions, we do not generate a
description for that feature space.

Figure 2: A selection of objects the system learns.

Evaluation
To evaluate our system, we compare the descriptions created
by a number of human judges with those generated by the
system and compute precision and recall over the descrip-
tions. Nine human judges are shown the most recent video
used for training, then the test video, and are asked to pro-
vide descriptions for each of the objects in natural language,
focusing on physical attributes rather than the function of the
object or related details. They are not told what words to use
or what features the system can recognize. In our evaluation,
we allow for synonymous matches (“rectangle” is equivalent
to “rectangular block”) and remove non-descriptive words.

Precision =
# of words in both desc. and a human desc.

# words in desc.

Recall =
# of words in desc. and closest human desc.
# words occurring in closest human desc.

Words that accurately describe the object but do not fully
capture the words in the closest human description do not
count against precision. For example, if the system gener-
ates “yellow block”, and the closest human description is
“tall yellow rectangle”, precision would be 100% and recall
would be 33.3%. An example evaluation is given in Table 1.

Human Desc. SALL-E Desc. Precision Recall
Red cube red box 1 1
Red box red rectangle 1 .5

Red square yellow cube .5 .5

Table 1: Example evaluation for one test demonstration de-
scribed three ways by humans with three possible descrip-
tions generated by SALL-E. Note that, in the second descrip-
tion, as a square is a rectangle, it does not affect precision.



Results and Discussion
Each demonstration video consisted of 15-20 objects de-
scribed in natural language. We recorded one test video of
20 objects to be described by the system. Results from ran-
dom combinations of 5 training videos are averaged to show
the typical increase in performance as more training data is
provided to the system. “Unseen” results are the results from
objects that have not been seen in the training data, although
typically either the object or its attributes have been demon-
strated as part of another object. We also include results with
more training videos that consequently have few unseen ob-
jects to demonstrate that the system can continue to refine its
models of objects. Inter-annotator agreement was measured
by applying the evaluation criteria for each judge to all other
responses, yielding 93% precision and 92% recall for human
level performance.

In Table 2, we present results from three configurations:
Supervised Features - Features spaces are assigned to
words by hand (e.g., “blue” is mapped to the color space).
Unsupervised Features - Feature spaces are assigned to
words using the ratio of sum of square deviations.
POS Only - No feature space is assigned, and all cooccur-
ring adjectives and nouns are possible descriptive words.
The words are chosen using k-nearest neighbor with Maha-
lanobis distance. If instead all words are possible choices,
then the maximum f-score we obtained was .34 with all
training videos used - this low result shows the advantage
of even rudimentary language understanding in constraining
the search space over a simple word cooccurrence model.

# of Videos 1 2 3 5

Supervised
Features

Precision .48 .65 .70 .78
Recall .40 .56 .62 .64
F-score .43 .60 .66 .70

Unsupervised
Features

Precision .41 .69 .66 .79
Recall .32 .59 .58 .70
F-score .35 .63 .61 .74

POS Only
Precision .39 .55 .56 .65

Recall .31 .42 .48 .52
F-score .34 .48 .52 .58

Table 2: Results for testing on entire test set.

We can test whether the system is learning properties as
opposed to learning to identify objects by looking at the re-
sults on previously unseen objects. One would expect testing
on the training objects to provide significantly higher scores
than testing on unseen objects. However, Table 3 shows that
using previously unseen objects yields only a small decrease
in performance. This suggests our system is learning the at-
tributes of objects rather than matching words to previous
occurrences.

After only three videos, or about 50 demonstrations, our
system shows promising results, as the expected precision
and recall for randomly choosing a description for an object
in the test set is .11. Furthermore, this task is more difficult

# Videos 1 2 3

Supervised
Features

Precision .46 .51 .64
Recall .42 .42 .56
F-score .43 .46 .59

Unsupervised
Features

Precision .38 .51 .52
Recall .29 .45 .47
F-score .32 .48 .50

POS Only
Precision .31 .45 .39

Recall .23 .31 .30
F-score .26 .36 .34

# of unseen objects 14 9 7

Table 3: Results for testing on only unseen objects in test set.

# of Videos 1 2 3 5
% of properties learned 40 70 80 78

Table 4: The percentage of learned properties correctly
mapped to a semantically matched representative feature.

than most situations an agent would face in normal conver-
sation - in many cases, the agent would only need to pick
out the object in a given environment once it is mentioned,
not provide an accurate description for each object it sees.
Although color is typically salient and easier to learn, the
system’s performance does not seem to be the result of any
one feature being particularly accurate - accuracy for prop-
erties and objects were roughly equal.

The typical increase in performance from choosing repre-
sentative features by hand shows the effect a developed on-
tology could have on object and attribute learning. We can
see how a priori knowledge of attributes allows for faster
learning of attributes by restricting the search space for a
matching description. In the other direction, learning repre-
sentative features for attributes provides useful information
that could be added to a developing ontology. The number
of properties correctly learned and thus suitable for an ontol-
ogy is shown in Table 4. In some cases, learning the features
automatically provides better results on unseen objects, as
our world knowledge can tell us that a word corresponds to
a shape, but not which shape feature represents it most ac-
curately. In the case of using all five training videos, we also
see that the unchosen representative feature test outperforms
the prechosen features. However, this may be a result of the
system determining which representative features would be
best for classifying the training set, and therefore we cannot
always assume the increased performance will generalize to
the same extent as the semantically “true” representative fea-
tures.

The decrease in performance when considering only part-
of-speech tags for descriptive words can be explained by
two effects: one, there is no distinction between attributes,
which are assigned to a single feature, and objects, which are
a combination of features, and two, more complicated dis-



course will lead the simple cooccurrence assumption astray.
The first effect is significant in this training data because
much of the training descriptions happened to be in rather
simple language. In situations with multiple objects and less
direct descriptions, the advantage of using discourse pro-
cessing will be even more apparent.

While the results may not seem impressive compared to
other computer vision work, this is primarily due to our fea-
ture set consisting only of features with natural language
analogues. The object and attribute recognition process is
not entirely decomposable into semantic elements, but we
believe semantic attributes are more relevant to learning the
meanings of words.

Future Work
Work on this system is ongoing, and we have a number of
extensions planned for improving performance, generating
more complete symbol grounding, and allowing more flexi-
bility in both environment and language.

Ontology Mapping
As our goal is to build knowledge about objects, properties,
and the relations between them, we need to infer logical re-
lations from our data. We have started developing an inter-
face between the perceptual system and an OWL ontology
that consists both of meta-knowledge that we store about
the feature spaces (the perceptual distance metric, dimen-
sions, and numerical constraints) and of relationships be-
tween concepts. We can infer conceptual relations from per-
ceptual data, and can also use conceptual relations to con-
strain our perceptual mappings. For example, if turquoise
data points are contained entirely within blue data points, we
can infer that turquoise implies blue. The main challenge in
implementing this is determining the contains relation in a
model that does not have explicit decision boundaries.

Canonical Viewpoints
When working in a three dimensional space, we must ac-
count for the fact that objects have canonical viewpoints
that are associated with their shape. For example, a trian-
gular block may look like a rectangle from the side, but is
classified as a triangle because the view from other sides
shows a triangular shape. While placing objects on the table
eliminates this problem to an extent, it is unrealistic to as-
sume that a child would only see objects in their canonical
viewpoint when learning object names. To learn canonical
viewpoints, we would downweight frames with conflicting
classifications (according to relations in the ontology) rather
than averaging equally across frames.

Learning Strategies
Research in child language acquisition has identified a num-
ber of strategies and heuristics children use to learn lan-
guage. We plan to implement the following strategies to
improve performance on the existing task and to allow for
greater variety in future tasks.

Mutual Exclusion When learning words for objects and
properties, children use the learning strategy of mutual ex-
clusion - unknown words map to unknown concepts. Jaswal
and Hansen (2006) show this bias can be even stronger than
pointing and gaze. While our system exhibits this bias in
the limit of large amounts to data, we plan to enforce it
when dealing with multiple objects (rather than choosing the
one that is pointed to) and when updating implicit decision
boundaries for perceptual regions in feature spaces.

Shape Bias While we define an object in terms of multi-
ple weighted features using Mahalanobis distance, Landau,
Smith, and Jones (1998) show that children tend to assign
distinct names to objects based on shape, rather than other
features. Although we were able to use certain other features
to classify objects, we plan to more heavily weight shape
features once we address the issue of canonical viewpoints,
as this method should generalize to broader domains more
effectively.

Pragmatic Inference and Informative Questions We
plan to support a broader range of questions, such as those
involving multiple objects or asking about specific proper-
ties. We also have begun work on extracting pragmatic in-
formation hidden in these questions to improve performance
on future tasks. For example, “Where is the red block?” both
implies the existence of a red block and at least one other
block that is not red. Work towards this goal also opens up
many different possibilities for interacting with the system,
as joint attention can be inferred through language rather
than explicit pointing.

Conclusion
We have shown an initial capability for near one-shot learn-
ing of the meaning of words used to describe simple objects
in demonstrations. We find that a modified k-nearest neigh-
bor classifier is an effective means of achieving our goal
of quickly learning grounded language, and permits further
analysis to determine which attributes map to natural lan-
guage. We also show that language understanding both im-
proves classification results and allows for more natural en-
vironments for data collection, opening the way for agents
that learn simply by being situated in the environment of our
everyday lives.

Unannotated training data requires the system to deter-
mine quality examples to learn from. Moving such process-
ing forward in the learning process can greatly reduce the
need to saturate a system with training examples. While we
show an improvement through parsing to determine intent
even with relatively simple descriptions and a controlled en-
vironment, we believe this principle can bring a wide range
of AI systems closer to near one-shot learning abilities.
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