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The interaction of image and
speech processing is a crucial
property of multimedia systems.
Classical systems using inferences
on pure qualitative high-
level descriptions miss much
information when concerned
with erroneous, vague, or
incomplete data. We propose a
new architecture that integrates
various levels of processing by
using multiple representations
of the visually observed scene.
The representations are vertically
connected by Bayesian networks
in order to find the most plausible
interpretation of the scene.

The interpretation of a spoken
utterance naming an object in the
visually observed scene is modeled
as another partial representation of
the scene. Using this concept, the
key problem is the identification
of the verbally specified object
instances in the visually observed
scene. Therefore, a Bayesian
network is generated dynamically
from the spoken utterance and the
visual scene representation.

Keywords: integration of speech
and vision, vision, speech
understanding, correspondence
problem, multi-modal input,
spatial modeling, Bayes nets, graph
matching.
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1 Introduction
Human-machine interfaces are one of the major bottlenecks when us-
ing computer systems in real environments. One possibility to overcome
these drawbacks is using multiple modalities in the communication be-
tween humans and machines, which is a quite natural concept for hu-
man communications. In this case, we distinguish different perceptive
channels by which the system is connected with the environment. The
consequence is that we have to generate a common interpretation of the
transmitted information on all channels or modalities instead of analyz-
ing them in an isolated way. In order to combine different perceptive
channels, they have to be connected by an internal knowledge represen-
tation. In this paper, we concentrate on the integration of image and
speech processing in a situated environment.

We developed a system for the following concrete scenario. A human
has to instruct a robot in a construction task. Therefore, both commu-
nication partners perceive an arrangement of building parts on a table
(figure 1). These can be assembled by screwing or plugging. The human
speaker has to verbally specify the objects in the scene by describing
properties of these objects without knowing the exact terms. Therefore,
the system has to interpret mostly vague descriptions. The system is ca-
pable of viewing the objects in the scene and has a speech-recognition
and speech-understanding unit. Because we use our system in a real en-
vironment and it has to interpret vague descriptions, the mapping of the
verbal object descriptions and the visually perceived objects is a very
tough task. In figure 1, we present an example dialogue that may hap-
pen in our domain. The user views the scene on a table and instructs the
robot which object it should grasp.

A rather easy way to combine results of the vision- and speech-
understanding processes is shown in figure 2a. Both processes analyze
their input signals separately through different levels of abstraction and
generate some high-level description using common logical predicates.
Afterwards, logical inferences can be drawn to get a consistent inter-
pretation of the input data. When applying such an approach in noisy
environments, any decision in lower processing levels results in a loss of
information on higher levels. Thereby, logic inferences on the top level
of description may fail even when the separate interpretations are only
slightly incorrect.

We propose a new architecture (figure 2b) that integrates multimodal
processing on several levels of abstraction. A careful approach to uncer-
tainty is needed for a consistent interpretation of the input data that
takes into account the several layers and the dependencies between
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Figure 1. Example dialogue of the
domain.

user: “Take the bar.”

system: “I have found two
bars. Should I take the long
one or the short one?”

user: “Take the long one.”

system: “O.k., I will take
the five-holed-bar.”

Figure 2. Integration of vision and
speech understanding.

(a) High-level integration (b) Multi-level integration

them. Therefore, we use Bayesian networks as a decision calculus that
can handle uncertainties, erroneous data, and vague meanings in a very
comfortable way.

Many people who were asked to identify an object in our domain
used spatial relations in order to specify the location of the intended
object. Therefore, an important issue in our system is the modeling
of space. Based on the definition of projective relations between two
objects in three dimensions, we show how to approximate these when
data is available only in two dimensions and how to integrate context
information about the topology of the presented scene.

In section 2, we will briefly review some related approaches deal-
ing with the problem of vision and speech integration. Then we will
describe some important aspects of the image, and speech-processing
components (section 3) and the spatial model (section 4) in our system.
Afterwards, we will propose a new approach that integrates these two
modalities using multiple representation layers (section 5). We empha-
size that the spatial modeling is an important aspect in this interaction
scheme. Finally, we will give some experimental results of the imple-
mented system (section 6) showing the robustness of our approach and
a short conclusion (section 7).

2 Related Work
In literature the topic of integrating vision and speech understanding
is referenced from different viewpoints [22]. The construction of men-
tal pictures [8] can be induced by verbal descriptions or previously seen
objects. They are used to reason about scenes which are currently not vis-
ible. This is an important aspect in language understanding when spatial
knowledge is involved [1, 17, 30]. Other systems [7, 14, 29] try to gen-
erate verbal descriptions from images or image sequences. They realize
an automatic generation of qualitative representations from image data
that is fundamental for integration of vision and speech understanding
and use various approaches to modeling spatial relations. Lastly, much
work has incorporated both linguistic and pictorial inputs concerning
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the interpretation of textual annotated pictures [23], lip reading [2, 10],
or multimedia systems [13]. In the following, we concentrate on sys-
tems that visually observe the scene to enable natural human-computer
interaction.

The PLAYBOT project [24, 25] was started to provide a controllable
robot that might enable physically disabled children to access and ma-
nipulate toys. The robot possesses a robotic arm with a hand, a stereo
color vision robot head, and a communication panel. The child gives
commands on the communication panel which displays actions, objects,
and locations of the objects. The command language consists of verbs,
nouns, and spatial prepositions. The child selects the “words” by point-
ing on the communication panel. While language processing is simplified
by using the communication panel, most attention is given to processing
visual data. Object recognition [4] is performed by fitting deformable
models to image contours. Object tracking [26] is attained by perspec-
tive alignment. The event perception [18] is based on an ontology suit-
able for describing object properties and the generation and transfer of
forces in the scene. To find instances of a target object in the image, a
Bayesian network approach is employed which exploits the probabili-
ties in the aspect hierarchy of modeled objects which is used in object
recognition.

The ubiquitous talker [16] was developed to provide its user with
some information related to a recognized object in the environment.
The system consists of an LCD display that reflects the scene at which
the user is looking as if it were a transparent glass, a CCD camera for
recognizing real-world objects with color-bar ID codes, and a micro-
phone for recognizing a human voice. The main aspect of the system
is the integration of the linguistic and nonlinguistic contexts to inter-
preting natural language utterances (which becomes much easier when
the situation is fixed by nonverbal information). The system basically
consists of two subsystems: the subsystem that recognizes a number of
real-world situations that include objects with color-bar ID codes, and
another subsystem that recognizes and interprets user speech inputs.
The image (color-code) recognizer triggers the speech recognizer and
sends a message to it to select the appropriate vocabulary and grammar
for analyzing the spoken utterance. There are two connections between
linguistic and nonlinguistic contexts. User’s intentions are abductively
inferred by using a plan library [15]. This process is initially triggered
by introducing a new nonlinguistic context. Another connection is de-
ictic centers [31] that are possible referents of deictic expressions. The
object and the location in a nonlinguistic context can be current deic-
tic centers. The preferences on possible deictic centers as a referent are
based on dialogue information.

Two aspects of the mentioned systems are important for the inte-
gration of vision and speech understanding in our domain. Firstly, in
PLAYBOT, a Bayesian network is used to calculate the most plausible
interpretation of an aspect hierarchy that describes possible target ob-
jects on different levels. Secondly, the ubiquitous talker uses for speech
recognition specific vocabularies and grammars that are selected by the
situative context and uses detected objects and locations as referents for
deictic expressions. In our domain, we also have a nonlinguistic context
because the speaker is confronted with a scene of building parts and has
to specify an intended object.
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Both mentioned systems simplify the task of matching the interpreta-
tion of the visually observed scene and the verbal instruction of the user.
Recognized objects are visualized on a screen and are directly accessi-
ble via a communication panel (PLAYBOT) or some textual information
about them is shown on a display and can directly be referred to by
speech (ubiquitous talker). Another difference is that our system has to
deal with uncertainties on both modalities, while PLAYBOT is only con-
cerned with uncertainty in vision processing and the ubiquitous talker
only with uncertainty in speech recognition.

3 System Components
In order to motivate the interaction scheme of image and speech process-
ing, we will briefly introduce some important aspects of the components
of our systems.

3.1 Hybrid Object Recognition
The vision component is based on a hybrid approach [9] that integrates
structural and holistic knowledge about the real-world objects in a se-
mantic network formalism. An HSV camera image is segmented into
homogeneously colored regions. Every region is characterized by some
shape features, and its center point is classified by a special artificial neu-
ral network [6]—the local linear map (LLM)—using a 16-dimensional
feature vector. By this classification, we get a holistic, 2-D object hy-
pothesis that is verified by the structural knowledge of the semantic net
using the features of the colored regions.

Because precise spatial reasoning is possible only in three dimensions
and the robot needs the 3-D position and orientation to grasp an object,
we calculate a reconstruction in space for all 2-D hypothesis based on
simple geometric object models [19, 20]. Geometric features like points,
lines, and ellipses are fitted to detected image features [12] using an
iterative optimization technique.

3.2 Integrated Speech Recognition
and Understanding
The speech component of our system consists of two subcomponents—
the recognizer and the understanding component—which are tightly
coupled. The understanding component is realized in a semantic net-
work that models both linguistic knowledge and knowledge about the
construction task. Both knowledge types are incorporated into the recog-
nition process using an LR(1)-grammar [28]. An important aspect in the
interaction of vision and speech is extracting object descriptions from
spoken utterances. These are especially modeled by the used grammar so
that the understanding component receives structured hypotheses from
the recognition component [3]. On a higher level in the understanding
component, feature structures are generated specifying an intended ob-
ject by type, color, size, and shape attributes and by spatial relations
using reference objects. Attributes, such as “color:red”, can be instan-
tiated even on word level using a lexicon while instantiating reference
objects, such as “ref:{rel:left,{type:cube,color:blue}}”, needs more struc-
tural analysis.
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Figure 3. Topological influence of
additional objects. If we add a bar
between the cube, the bolt, and
the rhomb-nut, two neighborhood
relations vanish and three other
neighborhood relations are newly
introduced.

Figure 4. Definition of neighborhood
based on object regions. (a) The rect-
angled area between two objects is
defined by the shortest path between
the two region boundaries and their
expansion in the orthogonal direc-
tion. (b) The dark colored sections of
the area between the left and right
bar define the percentage by which
they are separated. (c) The left and
right bar are not neighbors because
their object regions are separated by
regions of two other objects.

(a) Area between (b) Degree of ‘separation’ (c) Neighborhood
objects. of the left relations in the scene.

and right bar.

4 Spatial Model
Human object localization via spatial relations, such as “take the object
left to the long one,” is qualitative, vague, and context sensitive. When
we try to construct a spatial model of our scene, various aspects are
involved. Firstly, there are inherent properties of the two objects men-
tioned with a binary spatial relation, such as direction, relative distance,
orientation, and extension of the reference object [27]. Secondly, we
have a large influence of the local configuration of the other objects
when considering scenes with collections of objects. The user will name
relations between only those objects that are obvious for him. There-
fore, an important concept is “neighborhood” and we use it to define the
topology of the visible scene. The neighborhood of two objects cannot be
defined only by inherent properties of an object pair. Additional objects
in the scene can strongly influence this property (figure 3). The con-
cept of neighborhood is basically defined on local separation of objects.
Using 3-D data, we model relations between closed object volumes; us-
ing 2-D data, we model relations between object regions. (For simplicity,
we present only the 2-D model in this section.) But the whole concept
can be expanded to 3-D data in a similar way. In order to calculate
the 2-D neighborhoods we take the segmented regions from 2-D object
recognition. This can be interpreted as an approximation of the local
configuration of the objects in the scene, because it is defined by only
one camera view.

One object region is “separated” from the other if the area between
them is overlapped by other object regions in the scene more than a
specified percentage (figure 4). The term neighbor is applied to every
pair of object regions that are not “separated”. When all neighborhoods
are combined, we get a neighborhood graph of the scene. This graph will
be used when combining the vision results and the speech input.
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Figure 5. The direction vectors
from the 2-D spatial model can be
interpreted using the projection of
the reference frame of the user to the
2-D image.

left

in front
left

above

above

in front

4.1 Projective Relations
Because we are living in a 3-D world, precise spatial reasoning can only
be accomplished using a 3-D model of space. The system cannot dis-
ambiguate all directions if it knows only one 2-D view of the scene.
Especially if you consider arbitrary locations of objects (which may not
be on the planar table) and overlapping regions of objects, the system
needs a 3-D spatial model to resolve the description of an intended ob-
ject. Nevertheless, we can observe that humans sometimes use projective
relations like above or below in a 2-D manner as they were looking at a
picture and do not imagine the 3-D scene [27].

In our domain, projective relations are used to describe the spatial
location of an intended object (IO) in the scene relative to another
object, the reference object (RO). Which relation is named by the user
depends on the currently used reference frame, which can change in
every utterance, because the user may look on the scene from different
viewpoints. Our computational model for spatial relations is designed
to compute the binary relations left, right, above, below, behind, and in
front. They are defined on different levels.

On the 2-D level, spatial relations between two objects are repre-
sented by a vector that describes the orientation of the shortest path
between both regions associated with the objects. In a second step, the
reference frame (ref ) is projected into the image (figure 5) and a degree
of applicability is computed in regard to the angle φ between the 2-D
vector of the spatial relation and the vector of the mentioned projective
relation (rel):

App(ref , rel, IO, RO)= α(ref , rel, IO, RO)= 1− φũ.

The 3-D level is much more complex. The computational model is able
to cope with different frames of reference, represents vague and overlap-
ping meanings of projective relations, and considers the influence of the
objects’ shape on the applicability of prepositions. A detailed description
can be found in [5]. The rough idea of the model is presented in figure 6.

Instead of detailed geometric models of the objects, we use surround-
ing boxes as abstractions that are collinear to the objects’ inertia axes
(figure 6b). A finite number of acceptance volumes is associated with
each object (fig. 6c). These are infinite open polyeders bound to the
sides, edges, and corners of the object. They partition the 3-D space sur-
rounding the object. A direction vector corresponds to each acceptance
volume. It roughly models the direction to which an acceptance volume
extends in space.

The computation of spatial relations from objects is a two-layered
process (figure 6d). In the first layer, a reference-independent spatial
representation is computed. It can be expressed by a set of acceptance
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Figure 6. Computation of 3D spa-
tial relations. (a) shows the adapted
CAD-models of the recognized ob-
jects. In (b) they are approximated
by bounding boxes. (c) shows the
representation of the first layer con-
cerning the spatial relation (‘right’)
of an object pair. (d) A degree of ap-
plicability App can be computed on
the second representation layer.

RO

IO

second layer

(c)(b)(a)

(d)

acceptance volumes

degree of containment

degree of accordance

degree of applicability

α = (0.64 , 0.86 , 0.61 , 0.36) 

behind
above

right 

0.29

0.09

0.34

0.28

0.64

0.86

0.61

0.36

γ = (0.09 , 0.29 , 0.34 , 0.28)

App = 0.09 0.64 + 0.29 0.86
0.34 0.61 + 0.28 0.36

= 0.62

first layer

relations that are associated with each acceptance volume. They are
judged by the degree of containment γ (IO, RO) with regard to the
intended object. Also calculated in the first layer are the reference-
dependent meaning definitions of relations rel (for example “right”)
with regard to certain reference objects and a given reference frame
ref of the user. The membership of an acceptance relation is judged
by its degree of accordance, which is computed using the angle be-
tween the direction vector of the acceptance volume and the direction
of the relation rel. These two judged symbolic reference-independent
and reference-dependent descriptions are the basis for the computation
of reference-dependent relational expressions for IO-RO pairs in the sec-
ond layer. We get a degree of applicability App by calculating the scalar
product:

App(ref , rel, IO, RO)=< α(ref , rel, RO)|γ (IO, RO) > .

In order to apply this computational model to a spatial relation, both
objects must be reconstructed in 3-D space. In many cases, we do not
need precise 3-D relations to identify an indented object that was de-
noted by a spoken utterance. In these cases, we are able to reason about
spatial descriptions using the 2-D spatial model even if there were no 3-
D information available according to time constraints or recognition or
segmentation failures.

4.2 Multilevel Representation of the Scene
In the preceding sections, we described how we model different aspects
of the visual scene, like topology and spatial relations. If we want to use
this information plus the results from object recognition in an integrated
way, we need a comprising representation of these aspects.

For this purpose, we define a labeled graph

Gvision = (V, E), E⊆ V× V,

which we call neighborhood graph because the edges in this graph rep-
resent neighborhood relations between objects. The nodes v ∈ V are
labeled with object hypotheses Obj (v) from vision. The edges e =
{v1, v2} ∈ E are labeled with reference-independent representations of
the 2-D and 3-D spatial relations Rel(Obj (v1), Obj (v2)), Rel(Obj (v2),
Obj (v1)).
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Figure 7. Multilevel representation
of the scene.

(0)

(1)

(2)

0: 0.33

...

adapted CAD model

2: 0.33
1: 0.33

red region wooden region

wooden region

wooden region

rim

3-holed bar

3-holed bar

3-D level

3-D: acceptance volumes

5-holed bar
adjacency

2-D object level

region level

2-D: camera plane direction

The labels of this graph are defined on different levels of abstraction
(figure 7) and are connected by the common concept of neighborhood
that defines the connectivity in the graph.

If an object is detected but classified as unknown, we can represent
it on the lowest level using region information and 2-D spatial rela-
tions.
If an object was classified to a specific object class, we can label the
graph node on an intermediate level with this object class.
If an object has been reconstructed in the 3-D space, we can label the
nodes on the higher level with the adapted CAD model, including
the features used for the adaptation, such as (contour ellipses and
the edges with 3-D spatial relations).

If we label the graph on a higher level, the lower labels still remain
because we can use them to get a more probable interpretation of the
scene that takes into account failures that happen on a higher-level
processing stage.

5 Interaction Scheme
Any verbal description that denotes an object in the scene can be inter-
preted as a partial representation of this scene (figure 8). If we look at
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Figure 8. Visual and verbal neighbor-
hood graph of the observed scene.
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an utterance, (“Take the object in front of these two cubes”), we know
that there are three objects in the neighborhood and that one object lies
in front of two cubes. This information can be represented similar to the
neighborhood graph that represents the visual information. In order to
compute the object that was denoted by the speaker, we have to find the
correspondence between the visual and the verbal representation.

5.1 From Verbal Descriptions to Visual
Abstraction Hierarchy and Vice-Versa
If a naive user describes an object in the scene by using attributes, he
or she will typically use another vocabulary than the fixed vocabulary
appropriate for processing visual data without point-to-point correspon-
dence. But, if we want to compare representations generated by vision
and by interpretation of verbal descriptions of an object, we need a com-
mon concept to connect these two representations: In our domain, this
is the object class, which is indented by the speaker and hypothesized
by the vision component. Instead of using this concept as a symbolic
predicate like classical systems, we model a probability distribution that
integrates the abstraction hierarchies and vocabularies on both sides and
connects them. Reasoning on this probability distribution is realized by
a Bayesian network. A first approach to identifying objects using this
network is described in [21].

5.1.1 Verbal descriptions
Verbal descriptions of an intended object class consist of some specified
attributes that are partly defined on word level, such as “red,” “long,”
or “bolt,” and partly defined on simple grammatical attachments, such
as “the bar with three holes.” Currently, we distinguish four types of
features mentioned in order to specify an intended object class:

type information (such as bar, bolt, rim, cube, and 3-holed bar),
color information (such as white, red, dark, and light),
size information (such as small, big, short, and long), and
shape information (such as round, hexagonal, and elongated).

All feature types are interpreted as random variables and are modeled as
nodes in the Bayesian network. Conditional probabilities P(featurei =
f |object_class = o) connecting these features with an object class are
estimated from results of two experiments described in [21]. In the first
case, type and color features were extracted from 453 utterances that
name a marked object from a scene which was presented on a computer
screen. In the second case, size and shape features were collected from a
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multiple-choice questionnaire on the Web. All object classes were shown
in eight different scene contexts. Participants had to select from the
multiple-choice list all features that correctly describe the marked object.
A total of 773 people participated in this experiment, and 416 people
completed the questionnaire. We estimated the conditional probabilities
by counting the uttered type and color features and the selected size and
shape features for each object class.

P(featurei = f |VERBAL_OBJ_CLASS= o)

= #(featureif is mentioned in the utterance)
#(marked object has object class o)

P (featurei = f |VERBAL_OBJ_CLASS= o)

= #(featureif is selected in the questionnaire)
#(marked object has object class o)

5.1.2 Visual abstraction hierarchy
The visual abstraction hierarchy of an object hypothesis consists of sev-
eral graduated results generated by the vision component. Some com-
ponents directly hypothesize object classes or subclasses, and others
generate results that are related to an object class, such as the color of a
region or an ellipse, which is the contour of an object. In our system, we
distinguish the following visual evidences:

HOL_OBJ_CLASS (holistic classification results): object classes or
subclasses generated by the holistic component using the special
artificial network LLMs.
REGION_COLOR: color information associated with a segmented
region.
2D_OBJ_CLASS (2-D classification results): object classes or sub-
classes, generated by the semantic network.
CONTOUR_CLASS (contours found in an object region): ellipses,
concentric pairs of ellipses, parallel lines, rectangular closed con-
tours, hexagonal closed contours, and so on that are part of the input
of the 3-D reconstruction.
OBJ_CONTOUR_CLASS (contours used in the 3-D reconstruction
process): these contours are assigned to features of the geometric
object model. Therefore, the possible values of this random variable
are features of these geometric models, such as hole-contour of a
bar, head-contour of a bolt, body-contour of a bar, and so on.

All types of evidences are modeled as nodes in the Bayesian network.
The conditional probabilities are estimated using a labeled test set of
156 objects on eleven images and the recognition results on this test set.
Currently, only region color information and 2-D classification results are
used in the vision subnet.

P(2D_OBJ_CLASS= t |2D_REG_OBJ_CLASS= o)

= #(2D_OBJ_CLASS t was classified as object class o)
#(object has object class o)

P (REGION_COLOR= c|2D_REG_OBJ_CLASS= o)

= #(REGION_COLOR c was classified as object class o)
#(object has object class o)
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Figure 9. Bayesian network used to
connect speech and vision data.

OBJ_CLASS

(3-holed-bar, ... , red bolt, ...)

(small, ... , long, ... )

(round, ... , angular, ...)

(red, ... , blue, ... )

verbally described object

(object, bar, ... , bolt, ... )

SIZE

SHAPE

COLOR

TYPE

possible scene object

HOL_OBJ_CLASS

(3-holed-bar, ... , red bolt, ...)
2D_REG_OBJ_CLASS3D_OBJ_CLASS

(hole of a bar, ... , round bolt-head-contour, ...)
OBJ_CONTOUR_CLASS

(3-holed-bar, ... , bolt, ...)

(red, ... , blue, ... )
REGION_COLOR

(bar, ... , bolt, ...)

(ellipse, ... , hexagonal contour, ...)
CONTOUR_CLASS

(3-holed-bar, ... , red round bolt, ...)

(3-holed-bar, ... , red round bolt, ...)

VISION_OBJ_CLASS VERBAL_OBJ_CLASS

(3-holed-bar, ... , red round bolt, ...)

2D_OBJ_CLASS

The whole Bayesian network is shown in figure 9. The network pro-
vides us with useful information for speech, dialogue, and vision com-
ponents. If an object, (say an orange screw) is recognized, the 2D_OBJ_
CLASS is instantiated with the entry screw and the REGION_COLOR with
the entry orange. Then the Bayesian network can infer that the recog-
nized object has a high probability for the entry orange_screw in the
VISION_OBJ_CLASS node, a lower probability for a red_screw, and a
very low probability for a blue_cube, because errors with a wrong color
classification from red to orange were found in the recognition results
of the test set. On the other side, we can instantiate the evidences from
speech understanding in the same manner. For an utterance like “Take
the long thin object” the entry long can be instantiated in the SIZE node
and the entry thin in the SHAPE node. Using the Bayesian network, we
can infer that a 7-holed bar is most probably denoted by the utterance,
that the 5-holed bar has a lower probability, and that the blue_cube has
a very low probability.

5.1.3 Comparison of Verbal Descriptions and
Representations from Vision
If evidence has been instantiated in the verbal (Bspeech) and vision
(Bvision) subnets of the Bayesian network and a bottom-up propagation
is started, we can compare both diagnostic influences on the top object
class node in order to measure the correspondence between these two
representations. If the two diagnostic influence vectors δspeech and δvision
describe different object classes, they are orthogonal to each other. If
they describe the same class, they are in parallel. This is measured by
calculating the scalar product of the influence vectors:

Cmp(Bspeech, Bvision)= α

#obj_classes∑

i=1

δspeech[i] δvision[i]

where δspeech[i] is the diagnostic support for an object class i in the
subnet Bspeech,
δvision[i] is the diagnostic support for an object class i in the subnet
Bvision, and
α is a normalizing constant.

After bottom-up and top-down propagation of evidences has been
finished and the network is in equilibrium, we get a common belief upon
the membership of a scene object to an object class. Two effects can
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Figure 10. Effects on the belief of
an object class considering verbal
descriptions.
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result from considering the mentioned verbal description: either the gain
of information results in an increasing belief in one object class (figure
10a), or the gain of information results in a lower belief in an object
class (figure 10b).

If we note the changes of the maximum component of the belief
vector the certainty of a node match can be measured.

Inf (Bspeech, Bvision)= Belvision
imax (E

vision, Espeech)− Belvision
imax (E

vision)

where Belvision
i (E) is the ith component of the belief vector of the random

variable VISION_OBJ_CLASS if the evidence E is given,
Bel

speech
i (E) is the ith component of the belief vector of the random

variable VERBAL_OBJ_CLASS if the evidence E is given, and
imax =maxi Belvision

i (Evision)

This is important information for the dialogue component that may
switch between different dialogue strategies in regards to the certainty
measure of the intended object.

If the selection of the intended object was “certain,” the instruction
of the user can be directly executed.
If the selection of the intended object was not “certain,” the system
can ask for confirmation.
If the system selects a set of different objects that all had an in-
creasing belief component, the system can ask for a more specific
description or otherwise can reject the instruction.

Using the weighted-description comparison and the certainty mea-
sure of a selected object, we get a very flexible scoring scheme that
integrates evidences from different abstraction levels and offers very de-
tailed information to a dialogue component. The first score measures a
kind of “distance” between the visual and the verbal description of an
object. The second (the certainty measure) describes a gain of informa-
tion. The scoring scheme is based on a probability distribution estimated
from results of psycholinguistic experiments [21] and from recognition
results generated by the vision component.
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Figure 11. Graph representation
generated from an utterance.
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Figure 12. Bayesian network for
identifying the intended object.
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5.2 Linking Verbal Descriptions and Vision
Processing Results by Subgraph Matching
If spatial relations are included in an utterance, the comparison between
the verbal description and the visual abstraction hierarchy is expanded
to a weighted graph matching problem. Typically, the graph representa-
tion of an utterance that denotes an object in the scene is star-shaped
(figure 11). It consists of a description of the localized object which is
the intended object and a list of reference objects plus associated spatial
relations. Several uncertainties have to be considered if we search for
the best match of the verbal description and the description of the scene
generated by the vision component.

We chose a probabilistic approach, Bayesian networks, to cope with
these problems. The structure of the Bayesian network is generated from
the graph representation of the verbal description Gspeech = {S, R}; the
possible labels of the random variables and the conditional probabilities
are generated from the graph representation of the vision-processing
results Gvision = {V, E} (figure 12).

Vs :: V is a random variable that denotes the node of the vision graph
which should be assigned to the node s of the verbal graph. The diagnos-
tic support from evidence ε− that the nodes v ∈ V and s ∈ S are identical
is defined as

P(ε−Vs=v|Vs = v)= Cmp(Bspeech(s), Bvision(v)),

where B(v) is one of the Bayesian networks Bspeech or Bvision, which is
instantiated with the information attached with a node v.

Another uncertainty that is modeled in the Bayesian network is the
probability that Vsk = vj is the reference object if the user mentions a
spatial relation Rel(r0k) and we assume that VIO = vi is the intended
object:

P(Vsk = vj |VIO = vi)= App(Ref , Rel(r0 k), Rel(eij ))

where Rel(eij )= Rel(Obj (vi), Obj (vj)) is the representation of the
spatial relation between the objects Obj (vi) (IO) and Obj (vj) (RO),
Ref is the current reference frame of the speaker, and
App(. . .) denotes the applicability function of the spatial model.

If we want to propagate the evidences to the top node, we have to
consider some constraints. One particular node v ∈V= {v1 . . . vN} can be
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assigned to only one of the nodes s ∈ S= {s0 . . . sn}, and all assignments
must be injective. This concerns a search algorithm that finds the most
plausible assignment of nodes for all values of VIO = vio=1...N ∈V, which
is defined by

(vs0 . . . vsn)
∗

= argmax
(vs0...vsn)

Bel(VIO = vio)

= argmax
(vs0...vsn)

P (ε−Vs0=vs0 . . . ε
−
Vsn=vsn|VIO = vio)

= argmax
(vs0...vsn)

∏

i=0...n

P (ε−Vsi=vsi |Vsi = vsi)P (Vsi = vsi |VIO = vio)

where (vs0 . . . vsn) ∈ Vn are injective node assignments for (s0 . . . sn).
Propagating down gives us some expectations about an object that
would be consistent with the rest of our instantiated evidence.

Evaluating the Bayesian network provides a plausibility for all objects
in the scene. The components of this plausibility vector rate what object
was denoted by the spoken utterance. If we have to chose a particular
object to generate a system answer, many times the decision cannot be
definite. This will happen for several reasons.

The user intended to specify a group of objects.
The user did not realize that the naming was not specific enough.
Some attributes the user mentioned were not recognized by speech
processing.
The vision component classified an object to the wrong class.

The ambiguity remaining in the set of selected objects can be resolved
only by a dialog component that is able to consider the dialog context
of the utterance. Therefore, the answer of the component that interprets
the utterance only in scene context has to include all objects that are
plausible.

Partitioning the plausibility vector UIO into one group of elements
that defines the system answer and one group with plausibility below
a threshold is a difficult task because we have no information about a
distribution of these values on which such a decision could be based.
Often, we intuitively split such vectors into more than two groups, (for
example, one with low, one with middle, and one with high plausibility).

Therefore, we use differences of values in order to partition the plau-
sibility vector (figure 13). In a first step, the plausibility values are sorted
(1.) so that we get a monotonic discrete-sized function. The biggest
jumps in this function are hypothetical boundaries of partitions. In or-
der to get the right number of partitions, the differences of each jump
are sorted (2.+3.). The maximum jump in this new monotonic function
(4.) provides all the differences that are significant for partitioning the
original sorted plausibility vector (5.+6.+7.). Finally, the system answer
is generated, including all objects that are member of the partition with
maximal plausibility (8.).

The partitioning scheme can be influenced by varying the zero-
partitioning line. This value defines the difference that is assigned to
the minimum component of the plausibility vector. If it is set to zero,
there is a tendency to select all objects in context. If it is set to the value
of the minimum component, there are more differences that are classi-
fied as significant (figure 14). This may be useful if the scene context is
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Figure 13. Example presenting the
partitioning of the plausibility vector.
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Figure 14. Increasing the zero-
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varied by the dialogue component relative to a set of objects that may
be in focus.

6 Results
In this section, we will concentrate on aspects concerning the interaction
scheme of the speech-understanding and vision component. Given an
instruction, the system has to identify the objects denoted by the utter-
ance. The input of the system is only one utterance and only one image.
Therefore, it is a quite restricted evaluation because in the assembling
scenario is a dialogue between the instructor and the system, and the
object recognition uses an image sequence in order to stabilize the vision
results. The results presented here should be interpreted in this context.

First, we mention some aspects concerning the results of the system
components. Second, we compare the identification results of our system
under different conditions using speech and transcribed (NL) input,
uncertain and perfect vision. In this section, we present the main aspects
of our first results and give some interpretations of them. (You can get a
more detailed description of the results in the Web document.)

6.1 Experimental Data
Two different test sets were used for evaluating our system. Figure 15
gives an impression of the experiment we used to collect both sets of
spoken utterances. In the first psycholinguistic experiment ten subjects
verbally named objects that were presented on a computer screen. In
each image, one object was marked and the subjects were told to name
this object using an instruction, such as “take the big blue object” or
“take the long bar.” From this experiment, 453 verbal object descriptions
were collected. These descriptions were partly used to estimate some
conditional probabilities concerning type and color information in the
Bayesian network used for node comparison (section 5.1). This test set is
called FEATURE set. In a second experiment under the same conditions,
six subjects were asked to name the marked object by using spatial
relations, such as “take the blue one behind the screw.” From this, 144
utterances were collected using five different scenes. This test set is
called SPATIAL set.
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Figure 15. Example of an image
used for the evaluation experiments.
The person has to name the marked
object by specifying some features of
the object or using spatial relations.

test-set 2 (SPATIAL)   : ‘‘ Take the blue one behind the screw.’’ 

test-set 1 (FEATURE) : ‘‘Take the big blue Object.’’

‘‘Which object should I take ?’’

Table 1. Results of the speech
components on whole test sets.

#utt WA FA

FEATURE_S+SPATIAL_S 448 66.6% 77.4%

Table 2. Results of the vision compo-
nent on different test sets.

#utt PV color error object class error none

FEATURE_S 325 88.9% 5.2% 2.2% 3.7%

SPATIAL_S 123 71.5% 20.3% 4.1% 4.1%

The instructions were transcribed orthographically to exclude speech-
recognition errors. This input is labeled as NL (natural language). In-
stead of a set of labeled images, we use a subset of utterances that
denote a correctly recognized object. This input is labeled as PV (perfect
vision).

6.2 Component Results
In order to interpret the identification results correctly, we have to an-
alyze the partial results of the system components. On the speech side,
the quality of the recognition component is measured by the word accu-
racy (WA) [11]. A similar measure can be defined for feature structures,
counting substitutions, insertions, and deletions of feature entries. For
that, we use the feature structures as reference data that are generated
by the speech-understanding component using NL input. This measure
is called feature accuracy (FA) and can be interpreted as the influence of
speech-recognition errors on the speech-understanding component for
object specifications. Even for NL input, some failures occur in the un-
derstanding component, due to unknown words or language structures
that were not modeled in the grammar or in the semantic network. In
these cases the understanding component generated none or more than
one object specification. These utterances were disregarded when com-
puting the identification results. The word and feature accuracy for both
speech test sets is given in table 1.

On the vision side are three different kinds of errors: wrong object
class, wrong color classification, and no object hypothesis at all. In some
scenes, an object was unknown to the vision component. These objects
caused most wrong-object classifications. We measured these failures for
all marked objects of the different test sets (table 2).
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Figure 16. Correct system an-
swers for the FEATURE set using
NL/speech and perfect/uncertain
vision.
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6.3 Classification of System Answers
Given an instruction, the system generates a set of objects that were hy-
pothetically denoted by the instruction. The system answer is classified
into different classes in regard to the intended marked object.

precise: the marked object is the only one the system selected
included: the system selected more objects beside the marked one
which have the same object class as the marked object
additional: the marked object is member of the selected subset of
objects, but some selected objects have a different object class than
the marked object
correct: the marked object is a member of the selected subset. Note
that “correct” is the union of “precise,” “included,” and “additional”
false: the system has selected some objects, but the marked object
is not a member of the subset
nothing: the system rejected the instruction because the system did
not find an appropriate object.

The precise class is relevant only if the intended object is localized by
specifying some reference objects and spatial relations. Otherwise, the
system cannot distinguish objects of the same object class.

In the following subsections, we concentrate on the error rate of cor-
rect system answers. If the intended object is not selected, the dialogue
component doesn’t have enough information to select a goal-directed
stategy. If the system selects more objects than the intended object, there
is always the chance to get the intended object in the next dialogue step
simply by asking the right question. So this measure is very sensitive for
the acceptance of the system to the user.

6.4 Results Using the FEATURE Set
In figure 16, we present the identification results using the FEATURE

set of instructions. The base error rate (PV+NL) reflects some aspects
every natural human-computer interface:
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Figure 17. Correct system answers
for the SPATIAL set using NL/speech
and perfect/uncertain vision.
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The instructor used some attributes or statements that were not
modeled in the system.
The instructor did not specify the marked object precisely enough.
Even a human sometimes cannot figure out the intended object.

When we introduce uncertainties, it is remarkable that the impact of
speech input is negligible even though the word accuracy (66.6%) was
quite worse and the feature accuracy (77.4%) is far from that of text
input. The rate of system answers classified as additional was below 9%
in all cases. Therefore, the tendency to select too many objects is quite
low. The additional rate rose from 6.5% to 9% when introducing speech
input.

The error rate of the vision component is nearly added to the error
rate of correct system answers. Especially when the object is totally lost
or the classified object type has changed, there is no (or only a little)
change to get the right object. Whether the system can select the right
object in such a case is fundamentally dependent on the redundancy in
the verbal object specification.

6.5 Results Using the SPATIAL Set
In the previous section, we presented identification results from utter-
ances that did not mention spatial relations. Therefore, only the Bayesian
networks (for verbal feature descriptions and the visual abstraction hi-
erarchy) and the partitioning scheme of the plausibility vector are eval-
uated. In the SPATIAL set, we have to consider more influences on the
identification results, (for example spatial model and topology). The re-
sults are presented in figure 17. In this graph, we can examine the same
tendencies as mentioned for the FEATURE set. The base error rate is
higher because there are more variations in the utterances and the iden-
tification of the intended object depends highly on the identification of
the reference object. Another consequence of this dependency is that the
error rate of the vision component is very sensitive for the identification
results. On the other side, the influence of speech errors is very low.

In order to measure the influence of topology introduced by the neigh-
borhood graph on the system answers, we analyzed the rate of precise
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Figure 18. Influence of the neighbor-
hood graph.
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system answers on the SPATIAL test set using NL/UV input. The neigh-
borhood of objects in the scene is defined by object separations (section
4). We varied the threshold defining the percentage by which two object
regions are allowed to be separated without losing their neighborhood.
(A value of 100% means that all objects are neighbors.) The classifica-
tion of the system answers are shown in figure 18. We observe that above
60% separation, system answers are much more sloppy and that addi-
tional and false system answers increase. On the other side, we nearly
did not lose any precise system answer if the threshold is defined very
rigorously. This provides good evidence that the assumptions on which
we defined the neighborhood hold. The concept of defining neighbor-
hood relations by separations seems to model an important aspect when
humans specify intended objects using spatial relations.

7 Conclusion
We presented a new approach to integrating vision and speech under-
standing. As we work in real environments, we are typically concerned
with erroneous, vague, or incomplete data. We cope with these problems
by using multiple representations on different levels of abstraction. In or-
der to find the most plausible interpretation of the scene, the graduated
results of the vision components are connected by Bayesian networks.

The interpretation of a spoken utterance concerning the visual scene
is modeled as another partial representation of the scene. Verbal descrip-
tions often use qualitative features of the object instead of the exact
name and specify spatial relations only vaguely. We model the coher-
ence between these features and the object classes used in vision in a
Bayesian network. The conditional probabilities were estimated using
results of psycholinguistic experiments.

We showed that the topology of the scene is an important aspect if
a speaker localizes an intended object by using spatial relations. We in-
troduced this influence by the definition of a neighborhood graph that
is used on all representation layers. The nodes of this graph are labeled
with the graduated results generated by the vision components respec-
tively with mentioned features of a verbal object description. The edges
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are labeled with spatial relations which are represented numerically (vi-
sion) or by name (verbal).

The identification of the object that was indented by the speaker is
modeled as a weighted subgraph match between the graph representa-
tion generated by vision and the verbally specified graph representation.
The weighting scheme is realized by a Bayesian network. For each ob-
ject in the scene, the plausability is calculated that it was denoted by
the utterance. In order to select a set of objects that are hypothetically
denoted by the utterance, we developed a partitioning technique which
does not need a prespecified threshold and does not suppose a specific
distribution of the values. Secondly, we defined an additional confidence
measure that provides a dialogue component some information concern-
ing the uncertainty of the selection.

We demonstrated the effectiveness of our approach on real data in
which naive users were asked to name objects in a visual scene. We could
make the spatial inferences in our system more precise by the introduc-
tion of the neighborhood graph and more robust by modeling them on
different abstraction layers. Because of the hierarchical modeling, we
obtain first results with drastically reduced computational complexity.
As computation continues, results will be more precise. Thereby, an any-
time behavior is realized.

Further research will concentrate on the expansion of the vision ab-
stract hierarchy, the modeling of an increased set of spatial relations, and
the integration of hand gestures pointing at an intended object. We will
also use the plausibility measure from object identifications as a scoring
scheme in the understanding component to weight alternative interpre-
tations of the utterance.
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