
Lip Movements Generation at a Glance

 

● Motivation: We find that when we talk with someone face to face, we will understand 
other better than when we talk on the cellphone as we can see their lip movements. So it 
is crucial to develop a method that, e.g., can enhance speech comprehension while 
preserving privacy or assistive devices for hearing impaired people.

● Objective: In this paper, we consider a task of such: given an arbitrary audio speech 
and one lip image of arbitrary target identity, generate synthesized lip movements of the 
target identity saying the speech. To perform well in this task, it inevitably requires a 
model to not only consider the retention of target identity, photo-realistic of synthesized 
images, consistency and smoothness of lip images in a sequence, but more importantly, 
learn the correlations between audio speech and lip movements.

 

 Fig.2: The overall diagram of full model
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Qualitative Results

Fig.1: The model takes an audio speech of the women and one lip image of the target identity, 
a male celebrity in this case, and synthesizes a video of the man’s lip saying the same speech.

Tab.1: Ablation results on GRID dataset. The full model (method (e)) uses all four losses as 
described in Sec.4. For LMD, the lower the better. SSIM, PSNR and CPBD, the higher the 
better. We bold each leading score.
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Fig.4: Randomly selected outputs of the full model on the LRW testing set. The lip 
shape in videos not only synchronize well with the ground truth, but maintain 
identity information, such as (beard v.s. no beard).

● Audio encoder & identity encoder extracts and fuses audio and visual embeddings. 
● Audio-Identity fusion network fuses features from two modalities. 
● Decoder expands fused feature to synthesized video. 
● Correlation Networks are in charge of strengthening the audio-visual mapping.
● Three-Stream discriminator is responsible for distinguishing generated video and 

real video.

Quantitative Evaluation 

Audio-Visual Derivative Correlation & Loss

Fig.3: (a): Correlation coefficients with different offsets of four example videos. (b): 
Number of videos of different offsets with which the video has the maximum correlation 
coefficient. X-axes of both (a) and (b) stands for time steps of flow field shifted forward.

● Correlation loss:  ensures the correlation between audio and visual information.

● Pixel-level reconstruction loss:  aims to make the model sensitive to speaker’s 
appearance.

● Perceptual loss:  utilizes high-level features to compare generated images and 
ground-truth images, resulting in better sharpness of the synthesized image

● Adversarial loss:  allows our model to generate overall realistic looking images
 

objective function:

Fig.5:  Generated images based on three identity images outside of dataset, which is also not 
paired with the input audio from GRID dataset. Two full models trained on GRID and 
LRW datasets are used here for a comparison.

Tab.2: Results on three datasets compared with State-of-the-Art methods. Models 
mentioned in this table are trained from scratch (no pre-training included) and be tested 
on each dataset a time. We bold each leading score.
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