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Introduction
• Computational Humor has been slow


• Need unified, shared tasks and datasets


• Our task:


• Assessing humor in edited news headlines


• Address “continuous” humor


• Attracted record participants
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• Assessing humor in edited news headlines


• Address “continuous” humor


• Two humor subtasks


• Attracted record participants

EU says summit gravy with Turkey provides no answers to concerns



Datasets: https://zenodo.org/record/3969509#.XyWh6fhKh24

FunLines Demo: https://youtu.be/5OXJMxDBaLY 

Datasets

• Humicroedit: 15k headlines edited and rated for humor


• FunLines: Competitive game to generate humorous headlines
[Hossain et al. ACL 2020. Stimulating Creativity with FunLines: A Case 
Study of Humor Generation in Headlines]

Rating 
Annotation

Editing 
Annotation

[Hossain et al. NAACL 2019. “President vows to cut  taxes  hair”: Dataset and Analysis of 
Creative Text Editing for Humorous Headlines]
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Examples



Tasks

• Subtask 1


• Regression: Rate edited headlines on a 0-3 humor scale    [48 teams]


• Subtask 2


• Classification: Predict funnier of the two edits of a headline   [31 teams]


H1: EU says summit gravy with Turkey provides no answers to concerns 
H2: EU says summit with Turkey provides no answers to concerns questions

Task: https://competitions.codalab.org/competitions/20970

Quickstart: github.com/n-hossain/semeval-2020-task-7-humicroedit
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• BASELINE:


• mean rating (Subtask 1)


• majority label (Subtask 2)


• CBOW — GloVe word vectors


• BERT & RoBERTa encodings

Benchmarks: Jin et al. 2020. SemEval-2020. Duluth at SemEval-2020 
task 7: Using surprise as a key to unlock humorous headlines

Benchmarks

https://www.aclweb.org/anthology/2020.semeval-1.128.pdf
https://www.aclweb.org/anthology/2020.semeval-1.128.pdf
https://www.aclweb.org/anthology/2020.semeval-1.128.pdf


Subtask 1 Results



Subtask 2 Results



Popular Approaches

• PLMs: BERT, RoBERTa, ELMo, GPT-2, XLNet, Transformer-XL


• Context independent: Word2Vec, FastText, GloVe


• Ensembling: ridge regression, XGBoost, Naïve Bayes


• Sub-task 2: Use model for Sub-task 1 to find the funnier headline
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Top 3 Systems
• Hitachi: Ensemble of 700 fine-tuned PLM instances 


• RoBERTa > GPT-2 > BERT > XLM > XLNet > Transformer-XL


• combined using Ridge regression


• Amobee: Ensemble of 90 BERT, RoBERTa, XLNet


• Ensembling weights chosen using validation set


• YNU-HPCC: Ensemble of 11 edited headline encodings 


• FastText, Word2Vec, ElMo, BERT encoders


• combined using XGBoost regressor
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Notable Approaches

System Approach

ECNU sentiment & humor lexicons for feature extraction

LT3 (baseline) lexical, entity, readability, length, positional, word embedding 
similarity, perplexity, string similarity features

IRLab_DAIICT 5 BERT classifiers, one per headline rating

Buhscitu knowledge bases, language model, hand-crafted features

Hasyarasa word embedding + knowledge graph to find contextual 
absurdity

UTFPR unsupervised, using word co-occurrence for unexpectedness



Analysis 
(Top 20 systems)



Error bins (Subtask 1)
• Top 20 systems for Sub task 1


• Min error around 1.0 funniness


• Difficult to estimate more extreme humor



Systematic Estimation Errors (Subtask 1)

• Examples (over/under)-estimated collectively by top 20 systems


• Challenges


• world knowledge (R1)


• cultural reference (R2)


• sarcasm (R3, R4, R5)


• negative sentiment (R7, R8)



Funniness Gaps (Subtask 2)

• Headline pairs with larger funniness gaps are easier to classify

H1: EU says summit gravy with Turkey provides no answers to concerns 
H2: EU says summit with Turkey provides no answers to concerns questions



Incongruity (Subtask 2)

• Systems have better classification if headline incongruity correlates 
with funniness

H1: EU says summit gravy with Turkey provides no answers to concerns 
H2: EU says summit with Turkey provides no answers to concerns questions



Extreme Examples (Subtask 2)

• ✔: all 20 systems correctly classified


• ✘: all 20 systems failed to classify 


• Dist.: GloVe word vector distance between replaced-replacement 
words (measure of incongruity)


• C2: where incongruity does not lead to humor



Conclusion

• Assessing humor in edited news headlines


• Record participants for a humor task


• Winning systems use PLMs in ensemble


• Analysis shows systems mainly capture incongruity


• Future work — funny headlines and Mad Libs generation

[Hossain et al. EMNLP 2017. Filling the Blanks for Mad Libs Humor]



Thanks

• Thanks to all the participants


• Questions: nabil.hossain@intel.com

Subtask Metric Baseline Best (Team)

Regression RMSE 0.575 0.497	(Hitachi)

Classification Accuracy 49.5% 67.4%	(Hitachi)
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