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Project Description

Shared-memory multiprocessors provide an extremely flexible hardware base for
high-performance parallel computing. They admit the efficient implementation
of a wide range of parallel programming models, with widely varying notions of
what a process is, how processes communicate, and how they create, use and
protect shared data. Programmers need different models for different kinds of
programs. Unfortunately, the traditional approach to operating system design
presents a virtual machine in which many of the policies and mechanisms on
which these models depend are outside the control of the user.

Psyche is a multiprocessor operating system designed to facilitate multi-
model parallel programming—the simultaneous use of many different styles of
parallelism, both across programs and within a single program. Psyche presents
a user interface in which processes, communication, sharing, and protection are
managed by user-level code. It uses shared data structures to lower the cost of
communication between the kernel and the user. It provides a set of software
interrupts that can be used to implement first-class user-level threads, capable
of performing all the functions of a traditional kernel-supported process. It
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establishes addressing and protection conventions that encourage the sharing
of code and data between applications, and defines interface conventions for
user-level schedulers that allow threads of different kinds to synchronize in user
space.

An implementation of Psyche for the BBN Butterfly Plus multiprocessor has
been in use since early 1989. Kernel implementation studies have focussed on the
organization of data structures and division of labor among nodes of a NUMA
machine. Application work has focussed on collaboration with departmental
researchers in computer vision and robotics.
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Report Availability

Most of the following are available via anonymous ftp (user anonymous, pass-
word anything) from cayuga.cs.rochester.edu; directory pub/systems papers.
Hard copy is available for a modest fee from Peg Meeker, Computer Science
Department, U of R, etc.
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