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INTRODUCTION

—

\| Utility Programs |

< Take a sequence of requests as inputs.

< The service o the requests composes the
kernel computation; the behavior highly
depends on the request.

< The behavior variations give challenges to
behavior characterizations.

< Examples:
6CC (each input function is a request)
Compress, Interpreter, etc.

Goals

L |

% To recognize behavior patterns of utility
programs and then detect phase boundaries
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‘l Technique Overview

[ Through active profiling, we induce perfect behavior repetitions in

utility programs.

< Then we find the phase boundaries through the filtering of dynamic
basic block traces based on frequencies and distances.

< Taking advantage of input-dependent behavior, we use regular inputs
to induce regular behavior repefitions.

Finding Phase Markers

Profile execution on the regular input with f identical requests.
< Only record those basic blocks that appear exactly f times.
< Remove noisy blocks based on recurring patterns.

< A tuple to represent the recurring patterns of a basic block.

G0
1,  the average recur-distance of block b.
0, + the standard deviation of the recur-distance of block b.
% The outliers of the tuple set are considered noisy blocks.
< Checking for consistency

< Rerun the application on one or more real (irregular) inputs.

£ ! 2 *+ Example: feed GCC with a C program containing 4 identical functions Record the blocks appearing as many times as the number of requests.
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L Motivations ‘ phases. % Find the boundaries of the large gaps in the temporal sequence of the
remaining blocks as phase boundaries: selecting the outliers of the gap
< size.
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Digital Alpha machine. (a ) Compress (b)) Vortex (c)LT (d ) Parser

\ For evaluation, we use PMAPI on an IBM POWER4 machine for
hardware performance measurement.

‘l Uses in Memory M: H

Comparison with Procedure and Interval Phases H

‘l Evaluation on GCC

% Coefficient of Variance (CoV) is the standard deviation divided by the mean. “ A phase, especially the outermost phase,
often represents a memory usage cycle, in
which temporary data are allocated and then

collected.

« Use the IPC and cache miss CoVs of the instances of a phase to measure the consistency of
the phase behavior.

+ The source code has 120 files and 222182 lines of C code. ++ Comparison of Different Approaches: < Monitor and predict memory demand trend

+ The outermost phase boundary is found at the start of the % Active-profiling : our method. by measuring memory usage at phase
compilation of an input function. o . § boundaries.
+ Procedure : taking important subroutines as phases [ Maglis etc. ISCA'03 ].
< Eight inner phases show different compilation stages. of 0@t D o [ bem < Categorize objects as phase local or global,
+ Some phase boundaries do not coincide with loop or function o |‘ for s th bound fp‘ emvalbased methods. which clusters inferval helping leak detection.
boundaries. ‘;cmv:';:\;a';c::c:: }-m :ﬂ::‘::‘riPz“:ir:cﬂl;l rerval-based methods, which clusters intervals Optimize garbqge collection by invoking 6C
< With phase markers, regularity emerges from visually irregular : at phase boundaries.
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