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Abstract
We introduce nonblocking transaction composition (NBTC), a
new methodology for atomic composition of nonblocking
operations on concurrent data structures. Unlike previous
software transactional memory (STM) approaches, NBTC
leverages the linearizability of existing nonblocking struc-
tures, reducing the number of memory accesses that must
be executed together, atomically, to only one per operation
in most cases (these are typically the linearizing instructions
of the constituent operations).

Our obstruction-free implementation of NBTC, which we
call Medley, makes it easy to transform most nonblocking
data structures into transactional counterparts while preserv-
ing their nonblocking liveness and high concurrency. In our
experiments, Medley outperforms Lock-Free Transactional
Transform (LFTT), the fastest prior competing methodology,
by 40–170%. The marginal overhead of Medley’s transac-
tional composition, relative to separate operations performed
in succession, is roughly 2.2×.

For persistent memory, we observe that failure atomicity
for transactions can be achieved “almost for free” with epoch-
based periodic persistence. Toward that end, we integrate
Medley with nbMontage, a general system for periodically
persistent data structures. The resulting txMontage provides
ACID transactions and achieves throughput up to two orders
of magnitude higher than that of the OneFile persistent STM
system.

CCS Concepts: • Computing methodologies → Concur-
rent algorithms; • Theory of computation→ Parallel
computing models; • Hardware→ Non-volatile memory.

Keywords: nonblocking data structures, transactions, per-
sistent memory
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1 Background
Many multi-threaded systems need to compose operations
into transactions that occur in an all-or-nothing fashion (i.e.,
atomically). One potential solution can be found in software
transactional memory (STM) systems, which instrument and
track every memory access, and convert almost arbitrary
sequential code into speculative transactions. Several STM
systems provide nonblocking progress [4, 7, 9, 10, 16].

The STM programming model is attractive, but its instru-
mentation typically imposes 3–10× overhead on transac-
tional operations [14, Sec. 9.2.3]. Spiegelman et al.’s lock-
based transactional data structure libraries (TDSL) [15] reduce
overhead by tailoring STM to specific data—e.g., reducing
read set size to only those on critical nodes whose updates
may indicate semantic conflicts.
In work concurrent to TDSL, Zhang et al. [18] proposed

the Lock-Free Transactional Transform (LFTT), a nonblocking
methodology to statically compose nonblocking operations,
based on the observation that only critical nodes matter
in conflict management. Subsequently, LaBorde et al.’s Dy-
namic Transactional Transform (DTT) [8] generalized LFTT
to dynamic transactions (specified as lambda expressions).

LFTT and DTT leverage the concurrency of existing non-
blocking data structures. Unfortunately, the need to identify
critical nodes tends to limit them to data structures repre-
senting sets and mappings. DTT’s publishing and helping
mechanisms also require that the “glue” code between op-
erations be fully reentrant (to admit concurrent execution
by helping threads [8]) and may result in redundant work
when conflicts arise. Worse, for read-heavy workloads, LFTT
and DTT require readers to be visible to writers, introducing
metadata updates that significantly increase contention in
the cache coherence protocol.

2 Our Contributions
We introduce NonBlocking Transaction Composition (NBTC),
a new methodology that can create transactional versions
of a wide variety of nonblocking data structures while pre-
serving nonblocking progress and incurring significantly
lower overhead than traditional STM. Specifically, NBTC
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can compose any nonblocking data structures in which each
operation has an immediately identifiable linearization point,
namely:
1. statically, we can identify every instruction that may po-

tentially serve as the operation’s linearization point. Such
an instruction must be a load for a read-only operation or
a compare-and-swap (CAS) for an update operation;

2. dynamically, after executing a potentially linearizing in-
struction, we can determine whether it was indeed the
linearization point. A linearizing load has to be deter-
mined before the operation returns; a linearizing CAS
has to be determined without performing any additional
shared-memory accesses.
It is widely understood that most nonblocking opera-

tions comprise a “planning” phase and a “cleanup” phase [5,
17], separated by a linearizing instruction. Executing the
planning phase does not commit the operation to success;
cleanup, if needed, can be performed by any thread. The
intuition behind NBTC is that in already nonblocking struc-
tures, only critical memory accesses—for the most part, the
linearizing load and compare-and-swap (CAS) instructions—
need to occur atomically, while the planning can safely be
executed as the transaction encounters it, and the cleanup
can be postponed until after the transaction commits.
Our survey of existing data structures and composition

patterns reveals two principle complications with this intu-
ition. The first complication involves the notion of a publica-
tion point, where an operation may become visible to other
threads but not yet linearize. Because publication can alter
the behavior of other threads, it must remain speculative
until the entire transaction commits. An example can be seen
in the binary search tree of Natarajan and Mittal [11].

The second complication arises when a transaction, 𝑡 , per-
forms two or more operations and one of the later operations
(call it 𝑜2) observes the speculative CAS of an earlier opera-
tion (call it 𝑜1). Here the thread executing 𝑡 must proceed as
if 𝑜1 has completed. If 𝑜1 requires cleanup (something that
NBTC will normally delay until after transaction commit),
𝑜2 may need to speculatively help 𝑜1 before 𝑜2 can proceed.
Meanwhile, other transactions should not be aware of 𝑜1’s
existence.
Both complicating cases can be handled by introducing

the notion of a speculation interval in which CAS instructions
must be completed together for an operation to take effect
as part of a transaction. This is similar to the CAS executor
phase in a normalized nonblocking data structure [17], but
not the same, largely due to the second complication.
With critical instructions defined to be the CASes in a

speculation interval, plus the linearizing load for a read-
only operation, the NBTC methodology is as follows: To
atomically execute a set of operations on NBTC-composable
data structures, we transform every operation such that (1)
instructions prior to the speculation interval and non-critical
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Figure 1. Throughput of transactional skiplists (log 𝑌 axis).

instructions in the speculation interval are executed on the
fly as a transaction encounters them; (2) critical instructions
are executed in a speculative fashion, so they will take effect,
atomically, only on transaction commit; and (3) instructions
after the speculation interval are postponed until after the
commit.

To illustrate NBTC, we have written a system,Medley, that
(1) instruments critical instructions, executes them specu-
latively, and commits them atomically using M-compare-N-
swap, our variant of the multi-word CAS of Harris et al. [6];
(2) identifies and eagerly resolves transaction conflicts; and
(3) delays non-critical cleanup until transaction commit.

Figure 1 reports throughput on skiplist microbenchmarks
performed on a server with in total 80 hyperthreads. The
transient systems we measure (in solid lines) include our
Medley, the OneFile transient STM [13], TDSL [15], and
LFTT [18]. Medley outperforms OneFile and TDSL by an or-
der of magnitude, and LFTT by 40–170%. Given our invisible
readers, the gap between Medley and LFTT is larger when
the workload has a higher percentage of writes.

For persistent memory, we observe that failure atomicity
for transactions comes for free with epoch-based periodic
persistence [12]: if operations of the same transaction always
occur in the same epoch, then they will be recovered (or lost)
together in the wake of a crash. Building on this observa-
tion, we merge Medley with nbMontage [1], our epoch-based
system for nonblocking periodic persistence, to create tx-
Montage. All operations in a given transaction are labeled
with the same epoch number, which is then validated along
with the rest of the read set at commit time, ensuring that
the transaction commits in this epoch.
The persistent systems in Figure 1 (dotted lines) repre-

sent our txMontage and the OneFile persistent STM (POne-
File) [13]. While txMontage on Intel Optane non-volatile
memory performs closely toMedley onDRAM, the persistent
OneFile is roughly 10× slower than its transient version—in
turn two orders of magnitude slower than txMontage.
We have transformed a variety of data structures using

Medley and txMontage, and conducted experiments running
the TPC-C [3] transaction processing benchmark on Medley,
txMontage, and other compatible competitors. The results
(reported in the full version on arXiv [2]) reconfirm the
exceptional performance of our systems.
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