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Abstract

We evaluate the impact of tutor voice quality in the context
of our intelligent tutoring spoken dialogue system. We first
describe two versions of our system which yielded two cor-
pora of human-computer tutoring dialogues: one using a tutor
voice pre-recorded by a human, and the other using a low-
cost text-to-speech tutor voice. We then discuss the results
of two-tailed t-tests comparing student learning gains, sys-
tem usability, and dialogue efficiency across the two corpora
and across corpora subsets. Overall, our results suggest that
tutor voice quality may have only a minor impact on these
metrics in the context of our tutoring system. We find that
tutor voice quality does not impact learning gains, but it may
impact usability and efficiency for some corpora subsets.

Introduction
In recent years the development of intelligent tutoring di-
alogue systems has become more prevalent, in an attempt
to close the performance gap between human and com-
puter tutors. Although many of these systems are text-
based (Evens & Michael 2006; Zinn, Moore, & Core 2002;
Aleven, Popescu, & Koedinger 2001; VanLehn et al. 2002),
with recent advances in speech technology, several sys-
tems have begun to incorporate spoken language capabil-
ities (Beck, Jia, & Mostow 2004; Pon-Barry et al. 2004;
Graesser et al. 2005; Rickel & Johnson 2000; Litman & Sil-
liman 2004), hypothesizing that adding speech technology
will promote student learning by enhancing communication
richness. However, the relationship between the quality of
speech technology and student learning is not yet clear; i.e.,
is high quality speech technology required to maximize the
ability of students to learn?

Although results are somewhat mixed, recent work sug-
gests that the quality of the computer tutor voice - i.e.,
whether the tutor voice is synthesized with a text-to-speech
system, or is a human voice that has been pre-recorded -
can impact system effectiveness. In the domain of instruc-
tional planning, for example, students rate both visual and
non-visual intelligent agents as more engaging and human-
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like when audio recordings of a human voice are used (Bay-
lor, Ryu, & Shen 2003). Student motivation also increases
when the human voice is used with the non-visual version of
the agent. However, with the visual agent, the synthesized
voice increases motivation. In experiments in both labora-
tory and school settings using a computer learning environ-
ment for teaching math, a human voice is preferable even
when the agent is animated: students learn more deeply,
and give more positive ratings to the agent, than when a
machine-generated voice is used (Atkinson, Mayer, & Mer-
rill 2005). As these authors note, however, this finding may
change as machine-generated voices improve, and/or if stu-
dents are first given practice listening to machine-generated
voices. Research on other types of spoken dialogue systems
has also shown users prefer pre-recorded to synthesized au-
dio (e.g. (Team 1999)). However, a recent study of a “smart-
home” spoken dialogue system (Moller, Krebber, & Smeele
2006) found that although users generally prefer the more
“natural-sounding” system voice, specific voice characteris-
tics, such as “voice pleasantness” and “listening effort re-
quired”, seem to have higher importance than whether the
voice is synthesized or pre-recorded.

Of course, pre-recorded speech is much more costly than
synthesized speech, and it is also less flexible when com-
bined with more dynamic natural language generation capa-
bilities. In this study, we investigate whether pre-recorded
speech is more effective than synthesized speech in the
context of our intelligent tutoring spoken dialogue system,
which unlike (Baylor, Ryu, & Shen 2003; Atkinson, Mayer,
& Merrill 2005), has no visual agent, uses speech input and
output, and has a full natural language dialogue system as
a back-end. We compare corpora collected from two ver-
sions of our system: one with a tutor voice pre-recorded by
a human, and one with a low-cost text-to-speech synthesized
tutor voice. We use two-tailed t-tests to evaluate differences
in three evaluation metrics across the two corpora overall
and corpora subsets. First, we evaluate differences in stu-
dent learning gains; student learning is an important evalu-
ation metric for intelligent tutoring systems. We also evalu-
ate differences in system usability (measured by subject sur-
veys) and dialogue efficiency (measured by time on task);
these evaluation metrics are important for dialogue systems
in general. We hypothesize that in our tutoring system, the
more “natural-sounding” pre-recorded tutor voice will per-



Figure 1: Screenshot during an ITSPOKE Spoken Tutoring Dialogue

form better across all evaluation metrics. Overall, however,
our results show that tutor voice quality has only a minor
impact on our evaluation metrics in the context of our tutor-
ing system. In particular, tutor voice quality does not sig-
nificantly impact learning across our corpora overall or any
corpora subsets. Tutor voice quality may impact usability
and efficiency, but only for certain corpora subsets, and like
the studies cited above, we find mixed results with respect to
the impact of tutor voice quality: for some corpora subsets
the pre-recorded voice may be preferable, while for others
the synthesized voice may be preferable.

The Experiments
The ITSPOKE System and Corpora
ITSPOKE (Intelligent Tutoring SPOKEn dialogue system)
(Litman & Silliman 2004) is a speech-enabled version of
the text-based Why2-Atlas conceptual physics tutoring sys-
tem (VanLehn et al. 2002). Dialogues between students and
ITSPOKE are mediated by a web interface supplemented
with a headphone-microphone unit. An example screenshot
of the ITSPOKE interface is shown in Figure 1. As shown
in the lower right box, the student first types an essay an-
swering a qualitative physics problem, which is shown in the
upper right box. ITSPOKE then engages the student in spo-
ken dialogue to correct misconceptions and elicit more com-
plete explanations, after which the student revises the essay,
thereby ending the tutoring or causing another round of tu-
toring/essay revision. During the dialogue, student speech is
digitized from the microphone input and sent to the Sphinx2
recognizer. Sphinx2’s most probable “transcription” output
is sent to the Why2-Atlas back-end for syntactic, semantic
and dialogue analysis. Finally, the text response produced
by the back-end is converted to speech as described below,
then is played to the student through the headphone and dis-
played in the lower left box of the interface at the same time
as it is spoken. This scrollable box records the entire dia-
logue history between the student and ITSPOKE.

For this study, we implemented two different versions of
ITSPOKE. One version used a synthesized tutor voice, and
the other version used a pre-recorded tutor voice.1 For the
synthesized voice, we purchased Cepstral’s voice entitled
“Frank” for $29.95. Each tutor text response produced via
the Why2-Atlas back-end was sent to the Cepstral text-to-
speech system to render the response as speech. For the pre-
recorded voice, a paid voice talent was first recorded speak-
ing each tutor response in his natural “academic” voice. The
appropriate audio file(s) were then played when the corre-
sponding text responses were produced by the back-end.
Our voice talent recorded a total of 5.85 hours of audio,
which took 25 hours of paid voice talent time (at $120/hr).

We collected two corpora of spoken tutoring dialogues:
one using the version of ITSPOKE with the pre-recorded
voice, and one using the version of ITSPOKE with the syn-
thesized voice. These corpora were collected in spring,
2005. The pre-recorded corpus contains 28 subjects and
the synthesized corpus contains 29 subjects. Subjects were
recruited from advertisements on campus at the Univer-
sity of Pittsburgh, were required to have not taken college
physics, and were paid for their involvement. Subjects were
randomly assigned to one of the conditions after passing
a screening test based on their speech recognition perfor-
mance. The experimental procedure for corpus collection
was as follows: Subjects 1) read a small document of back-
ground material, 2) took a pretest measuring their initial
physics knowledge, 3) used a web and voice interface to
work through a set of 5 training problems (dialogues) with
the computer tutor, 4) took a posttest similar to the pretest2,
and 5) completed a survey questionnaire (described below).

1Readers can hear a tutor turn spoken in each voice at this web-
site: http://www.cs.pitt.edu/itspoke/pub/flairs06/index.html

2Our isomorphic pre- and posttests consisted of 40 multiple
choice questions originally developed for the Why2-Atlas backend.



Evaluation Metrics
Once the two corpora were collected, we evaluated the sig-
nificance of the differences between the two corpora with
respect to three main evaluation metrics: student learning
gain, dialogue efficiency, and system usability.

“Student learning gain” is an important evaluation met-
ric for intelligent tutoring systems.3 A standard measure of
learning gain is: posttest score - pretest score (e.g. as in
(Chi et al. 1994)). Hereafter we refer to this measure as
SLG (standardized learning gain). However, this measure
does not normalize for variation in student pretest scores. A
common measure of learning gain that does normalize for
pretest is: (posttest score−pretest score)

(1−pretest score) (e.g. as in (Crouch &
Mazur 2001)). Hereafter we refer to this measure as NLG
(normalized learning gain). These two learning gain mea-
sures were calculated for each student in each condition.

“Dialogue efficiency” is another important evaluation
metric for most dialogue systems, e.g. how long a given
task takes to complete. This metric is important in tutoring
dialogue systems too. Here we measure dialogue efficiency
using “time on task”. For each student in each condition, we
calculate the total time of all their dialogues with the system
(in minutes). Hereafter we refer to this metric as TOT.

Finally, many dialogue systems are evaluated in terms of
a “system usability” survey, which encompasses subjective
perceptions of likability, ease of use, text-to-speech quality,
etc. This metric is important in tutoring systems too, as stu-
dents won’t want to use the system if they don’t feel it is
usable. For this study, we constructed a survey with the 11
usability statements listed in Figure 2, which each student
completed after taking the posttest. Students rated their de-
gree of agreement with each statement on a scale of 1 to 5,
as shown at the bottom of the figure. Statements 1-7, taken
from (Baylor, Ryu, & Shen 2003), were tailored to the tu-
toring domain. Statements 8-11, taken from (Walker et al.
2002), were more generally applicable to dialogue systems.
Hereafter we refer to each statement as S# (e.g. S11).

Evaluation Methodology
To evaluate the differences between the two corpora overall,
we computed two-tailed t-tests for each evaluation metric
over all the students in each corpus. These results are dis-
cussed in the first part of the Results section below.

We also evaluated differences between specific subsets of
students in each corpus who might be more susceptible to
tutor voice quality with respect to learning, system usability,
or dialogue efficiency. For each of three criteria discussed
below, we partitioned the students in each corpus into “high”
and “low” subsets, based on the median value for each cri-
terion in each corpus; if a median value occurred, it was
excluded. Because students with the very highest or lowest
values for a criterion may display more differences, we also
partitioned students into “highest” and “lowest” subsets, as

3A 2-way ANOVA with condition by repeated test measures de-
sign showed a robust main effect for test phase, F(1,55) = 178.28, p
= 0.000, MSe = 0.005, with no reliable interaction effect for condi-
tion, indicating that students in both conditions learned a significant
amount independently of condition.

S1. It was easy to learn from the tutor.
S2. The tutor interfered with my understanding of the con-
tent.
S3. The tutor believed I was knowledgeable.
S4. The tutor was useful.
S5. The tutor was effective on conveying ideas.
S6. The tutor was precise in providing advice.
S7. The tutor helped me to concentrate.
S8. It was easy to understand the tutor.
S9. I knew what I could say or do at each point in the con-
versations with the tutor.
S10. The tutor worked the way I expected it to.
S11. Based on my experience using the tutor to learn
physics, I would like to use such a tutor regularly.

ALMOST ALWAYS (5), OFTEN (4), SOMETIMES (3),
RARELY (2), ALMOST NEVER (1)

Figure 2: ITSPOKE Survey

in (Chi et al. 1994), using a cutoff value above/below the
median for each criterion. Cutoff values were chosen to ob-
tain roughly equal numbers of students per subset and ex-
clude at least half the students in the high/low subsets.4 We
then computed two-tailed t-tests for each subset.

Our first partition criterion was pretest score, to evaluate
differences between only those students in each condition
who began the study with more or less physics knowledge
or intuition than other students. We hypothesized that stu-
dents with low pretest scores might be more influenced by
what the tutor was saying, so that we might see greater dif-
ferences in student learning, usability or efficiency across
conditions for these students. This hypothesis was also mo-
tivated by (Vanlehn et al. submitted), who found that dif-
ferent tutoring methods only impacted learning for students
with low pretest scores. T-test results for pretest partitions
are discussed in the second part of the Results section below.

Our second partition criterion was word error rate, to
evaluate differences between only those students in each
condition whose speech was more or less understood than
other students. Word error rates were computed by compar-
ing the manual transcription of the student’s dialogue and
the recognized output, using the SCLITE scoring algorithm
from the NIST Scoring Toolkit Version 0.1. We hypothe-
sized that how well (or badly) the students were being un-
derstood might impact how much they listen to the tutor, e.g.
we might see more significant differences in learning, us-
ability or efficiency across conditions for students with high
word error rates. T-test results for word error rate partitions
are discussed in the third part of the Results section below.

Our third partition criterion was time on task. We used
this as a partition criterion (as well as an evaluation met-
ric), to evaluate differences between only those students in
each condition who spent more or less time with the tutor

4Cutoff values were chosen prior to any analyses, based on the
range of observed values. In future work we will also try other
procedures, but since multiple students can have the same value,
all subsets usually won’t contain equal numbers of students.



than other students. We hypothesized that students who had
more exposure to the tutor’s voice might show more signif-
icant differences in learning, usability or efficiency across
conditions. T-test results for time on task partitions are dis-
cussed in the last part of the Results section below.

Results and Discussion
T-Test Results for All Subjects
Table 1 presents the results of the t-tests for each evaluation
metric across all the students in each condition. For all ta-
bles hereafter, the first column shows the evaluation metric
being tested. The second and third columns show the stu-
dent mean for that metric in each condition, with standard
deviation shown in parentheses. The pre-recorded condition
is labeled PR, and the synthesized condition is labeled SYN.
The fourth column shows the mean difference across condi-
tions, and the last column shows the significance (p-value)
of this difference, where p ≤ .05 indicates that the mean dif-
ference was significant and p ≤ .10 indicates a trend for a
significant difference.5 The caption indicates the number of
subjects in each condition.

Metric PR Mean SYN Mean Diff p
SLG .17 (.09) .17 (.10) .00 .92
NLG .41 (.20) .35 (.24) .06 .28
TOT 121.04 (32.9) 121.34 (33.4) -.30 .97
S1 3.46 (.74) 3.45 (.78) .02 .94
S2 2.29 (.76) 2.21 (.56) .08 .66
S3 3.50 (.88) 3.00 (.96) .50 .05
S4 3.71 (.85) 3.86 (.83) -.15 .51
S5 4.04 (.84) 4.00 (.76) .04 .87
S6 3.79 (1.03) 3.72 (.84) .06 .81
S7 2.93 (1.05) 2.93 (.92) .00 .99
S8 3.93 (1.05) 3.83 (.85) .10 .69
S9 3.64 (.91) 3.86 (.83) -.22 .35
S10 3.71 (.71) 3.83 (.81) -.11 .58
S11 2.21 (1.20) 2.59 (1.02) -.37 .21

Table 1: T-Tests: All, PR (28) versus SYN (29)

As shown, when considering all subjects in the two condi-
tions, there was no significant difference in either calculation
of learning gains (SLG or NLG). This result does not support
the hypothesis that student learning gains will be higher with
pre-recorded tutor speech than with less “human-sounding”
synthesized tutor speech. Similarly, there was no signifi-
cant difference in dialogue efficiency, i.e. the mean time on
task (TOT). Moreover, there was no significant difference
for most of the individual survey questions, which measure
system usability. However, there was a significant differ-
ence across the two conditions for student responses to S3:

5These p-values are not adjusted for the fact that 14 t-tests are
performed on each dataset, increasing the chance of a false posi-
tive result. If we adjust with the Bonferroni correction, then p ≤
.004 (.05/14) indicates a significant difference and p ≤ .007 (.1/14)
indicates a trend, but the chance of a false negative result increases.

The tutor believed I was knowledgeable. The mean differ-
ence is positive (.50), indicating students in the pre-recorded
condition scored this question significantly higher than the
students in the synthesized condition. This result suggests
both that students attributed more “human-like” qualities to
the more “human-sounding” voice (i.e. the students believed
the pre-recorded tutor possessed beliefs about the students’
knowledge states), and that students overall showed a pref-
erence for the pre-recorded tutor voice.

Hereafter, we only tabulate results where the mean dif-
ference across conditions was (unadjusted) significant (p ≤
.05) or showed a trend for significance (p ≤ .10).

T-Test Results for Partitions by Pretest Score
Students with the highest pretest scores showed a trend for
a significant difference in dialogue efficiency across condi-
tions, as shown in Table 2. The mean difference in time on
task (TOT) is negative, indicating that students with high
pretest scores showed a trend to take significantly longer
to complete the dialogues in the synthesized condition, as
compared to the pre-recorded condition. One possible in-
terpretation of this result is that these more knowledgeable
students in the synthesized condition took more time to read
the dialogue transcript shown on the ITSPOKE interface as
noted above. Although student responses to S8: It was easy
to understand the tutor. yielded no significant differences
or trends overall (Table 1) or for highest pretest students,
in both cases the mean score for this question was slightly
lower for students in the synthesized condition. As in other
recent work evaluating the impact of speech synthesis qual-
ity on spoken dialogue system usability (Moller, Krebber,
& Smeele 2006), future versions of our survey will con-
tain more questions aimed at teasing out any relationship
between tutor voice understandability and efficiency or us-
ability, e.g. how much effort was required to understand the
voice, and how often the students read the transcript.

Metric PR Mean SYN Mean Diff p
TOT 100.9 (18.4) 121.9 (25.6) -21.0 .09

Table 2: T-Tests: Highest Pretest, PR (6) versus SYN (9)

There were no significant differences or trends in student
learning gains or system usability, for any subsets of stu-
dents partitioned by pretest score. Our initial hypotheses
that students with low pretest scores would show significant
differences in learning gains or system usability across the
two conditions, are thus not supported.

T-Test Results for Partitions by Word Error Rate
Students with high word error rates showed trends for sig-
nificant differences across conditions in their scores on S3
and S11, as shown in Table 3. The mean difference on S3
was positive; this is the same result that was found using all
students (Table 1), although it is less significant here.

For S11: Based on my experience using the tutor to learn
physics, I would like to use such a tutor regularly, the mean
difference was negative. This trend suggests that students



with high word error rates would use the system with the
synthesized voice more regularly than the system with the
pre-recorded voice. One possible interpretation of this re-
sult is that these students who aren’t being understood very
well prefer the “machine-sounding” voice because it is more
consistent with their experience; i.e. in the synthesized con-
dition it is more clear to these students that a machine (not
a more intelligent human) is misunderstanding them. As
noted above, (Baylor, Ryu, & Shen 2003) also found con-
ditional benefits of a synthesized tutor voice, in that stu-
dents were more motivated by the animated agent with a
synthesized voice. They suggest that when the system is too
human-like, learners’ expectations about being understood
may be too high and negatively impact their experience.

Metric PR Mean SYN Mean Diff p
S3 3.43 (1.02) 2.64 (1.15) .79 .07
S11 1.86 (1.17) 2.64 (1.08) -.79 .08

Table 3: T-Tests: High WER, PR (14) versus SYN (14)

As shown in Table 4, student with low word error rates
showed a trend for a significant difference across conditions
in their scores on S2: The tutor interfered with my under-
standing of the content., where the mean difference was pos-
itive, suggesting that students with low word error rates felt
that the tutor with the pre-recorded voice interfered more
with their understanding, as compared to the tutor with the
synthesized voice. One possible interpretation of this result
is that when all other things go well (i.e. good speech recog-
nition and “human-sounding” tutor voice), deeper problems
can come into the student’s focus, i.e. the inflexibility of
the underlying natural language understanding and genera-
tion of the system. Moreover, like the result for S3, stu-
dents in the pre-recorded condition seem to be attributing
more human-like qualities to the more “human-sounding”
tutor voice (i.e., the ability to “interfere”).

Metric PR Mean SYN Mean Diff p
S2 2.36 (.75) 1.93 (.48) .43 .08

Table 4: T-Tests: Low WER, PR (14) versus SYN (14)

As shown in Table 5, students with the highest word error
rates showed the same trend as those with high word error
rates (Table 3) in their scores on S11; this trend came closer
to significance (p=.06).

Metric PR Mean SYN Mean Diff p
S11 1.50 (.55) 2.71 (1.38) -1.21 .06

Table 5: T-Tests: Highest WER, PR (6) versus SYN (7)

There were no significant differences or trends in student
learning or efficiency, for any subsets of students partitioned
by word error rate. Note that whether word misrecognition
impacts the tutoring or dialogue length depends on which

word(s) is misrecognized. In a prior study of another IT-
SPOKE corpus we found no correlations between word er-
ror rate and learning, but we did find correlations between
time on task and a boolean version of word error rate that
measures whether or not any words in a turn are misrecog-
nized (Litman & Forbes-Riley 2005).

T-Test Results for Partitions by Time on Task
Students with the highest time on task showed a trend for a
significant difference across conditions for S3, as shown in
Table 6. The mean difference is positive; this is the same
result found for students with high word error rates (Table
3) and all students (Table 1).

Metric PR Mean SYN Mean Diff p
S3 3.40 (.70) 2.64 (1.03) .76 .06

Table 6: T-Tests: Highest TOT, PR (10) versus SYN (11)

There were no significant differences or trends in student
learning gains for any subsets of students partitioned by time
on task. These results do not support our initial hypothe-
sis that those students who had a higher total amount of ex-
posure to the tutor’s voice might show more differences in
learning across conditions.

Conclusions and Current Directions
We evaluated the impact of tutor voice quality in the context
of ITSPOKE, by comparing differences in student learning
(measured by learning gains), system usability (measured
by a survey) and dialogue efficiency (measured by time on
task), in two ITSPOKE corpora: one with a pre-recorded
tutor voice, and the other with a synthesized tutor voice.

We hypothesized that the pre-recorded tutor voice would
yield higher student learning than the low-cost synthesized
tutor voice, thus indicating the need for implementing high
quality speech technology in ITSPOKE and/or in similar in-
telligent tutoring spoken dialogue systems. Contrary to our
hypothesis and (Atkinson, Mayer, & Merrill 2005), how-
ever, our t-test results showed no trends or significant dif-
ferences in student learning gains across our two condi-
tions, suggesting that tutor voice quality does not impact
learning in ITSPOKE. However, this result can only be in-
terpreted in the context of ITSPOKE (or similar systems),
where the dialogue transcription is available to the student.
This likely diluted the impact of tutor voice quality, because
since students could read the transcription simultaneously,
their learning was not wholly dependent on understanding
the tutor’s speech. Future versions of ITSPOKE will inves-
tigate the best combination of modalities, e.g. by showing
the transcript only after the students hear the tutor speech
and/or not showing it at all. However, if it benefits learning
for students to both hear and read the tutor speech, then the
transcription should be shown, even if this dilutes the im-
pact of the tutor voice. Another benefit of ITSPOKE is that
students have a lot of time to get used to the voice; average
time on task is relatively long (121 min. on average), and
students also hear the voice during screening. As (Atkinson,



Mayer, & Merrill 2005) suggest, this may have decreased
the impact of tutor voice quality on learning.

We also hypothesized that the pre-recorded tutor voice
would yield higher system usability or dialogue efficiency
than the synthesized voice, as in (Baylor, Ryu, & Shen 2003)
and (Atkinson, Mayer, & Merrill 2005). As in (Baylor, Ryu,
& Shen 2003), however, our t-test results were mixed. Most
results showed no significant differences or trends in usabil-
ity or efficiency across conditions. Certain results supported
our hypothesis, but others showed a preference for the syn-
thesized tutor voice. In particular, students overall, as well
as those with high word error rates and highest time on
task (as trends), felt that the tutor in the pre-recorded con-
dition believed them more knowledgeable (S3). However,
students with high(est) word error rates showed a trend to
prefer to use the system more regularly in the synthesized
condition (S11). Like (Baylor, Ryu, & Shen 2003), we sug-
gested that these students may prefer the synthesized voice
because it is clearly a machine that is so frequently misun-
derstanding them. As ITSPOKE’s ASR improves, this result
may change. In addition, students with low word error rates
showed a trend to feel that the tutor interfered more with
their understanding in the pre-recorded condition (S2). We
suggested that when all else is “human-like” (tutor voice and
word error rate), deeper system misunderstandings come
into focus. As ITSPOKE’s natural language understand-
ing improves, this result too may change. Finally, students
with high pretest scores showed a trend to take longer (TOT)
in the synthesized condition; we suggested that these more
knowledgeable students may have taken more time to read
the transcription. Note that our result interpretations are
speculative and require further research.

Overall, our major result was the lack of many differences
in student learning, system usability, or dialogue efficiency
across the two conditions (even our few results go away if
the stricter Bonferroni correction is applied). In essence, we
found that tutor voice quality has only a minor impact in
the context of our ITSPOKE tutoring system, which has no
visual agent, is a full natural language dialogue system that
uses both speech input and output, and makes the dialogue
transcript available to the student.
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