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We introduce a new graph polynomial that encodes interesting properties of graphs, for example, the number of matchings, the number of perfect matchings, and, for bipartite graphs, the number of independent sets (#BIS).

We analyse the complexity of exact evaluation of the polynomial at rational points and show a dichotomy result: for most points exact evaluation is #P-hard (assuming the generalized Riemann hypothesis) and for the rest of the points exact evaluation is trivial.

1. Introduction

Graph polynomials are a well-developed subject useful for analysing properties of graphs (see, e.g., [13, 14] and [24]). Arguably the most intriguing graph polynomial is the Tutte polynomial [30, 31]. The partition function of the random cluster model from statistical mechanics provides a particularly simple definition: for a graph \( G = (V, E) \) let

\[
Z(G; q, \mu) = \sum_{S \subseteq E} q^{\kappa(S)} \mu^{|S|},
\]

where \( \kappa(S) \) is the number of connected components of the graph \( (V, S) \). It is well known that the Tutte polynomial is obtained from \( Z \) by a simple transformation: see, e.g., equation (4.4) below. The Tutte polynomial includes many graph polynomials as special cases, such as the chromatic polynomial, the flow polynomial, and the Potts model (see, e.g., [34]).

Now we define our graph polynomial.
Table 1. Random cluster polynomials and $R_2$ polynomials for the claw graph, the path $P_4$ and the cycle $C_3$.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Random cluster polynomial</th>
<th>$R_2$ polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claw graph</td>
<td>$(\mu + q)^2 q$</td>
<td>$(\mu^3 + 3\mu^2 + 3\mu)q^2 + 1$</td>
</tr>
<tr>
<td>Path $P_4$</td>
<td>$(\mu + q)^3 q$</td>
<td>$(\mu^3 + \mu^2)q^4 + (2\mu + 3\mu)q^2 + 1$</td>
</tr>
<tr>
<td>Cycle $C_3$</td>
<td>$q^3 + 3\mu q^2 + (\mu^3 + 3\mu^2)q$</td>
<td>$(\mu^3 + 3\mu^2 + 3\mu)q^2 + 1$</td>
</tr>
</tbody>
</table>

**Definition.** The $R_2$ polynomial of a graph $G = (V, E)$ is

$$R_2(G; q, \mu) = \sum_{S \subseteq E} q^{\text{rk}_2(S)} \mu^{|S|},$$

(1.2)

where $\text{rk}_2(S)$ is the rank of the adjacency matrix of $(V, S)$ over $\mathbb{F}_2$ (the field with 2 elements).

The definition of the $R_2$ polynomial looks very similar to the Tutte polynomial but they are quite different: for example, they count different invariants associated with a graph. To illustrate one difference between the random cluster polynomial and the $R_2$ polynomial, we provide a few small examples in Table 1. Note that $P_4$ and claw graphs (one vertex attached to 3 other vertices) have the same random cluster polynomial, whereas $C_3$ and claw graphs have the same $R_2$ polynomial.

The rank-based expansion of Tutte polynomial (see equation (4.3)) can be made similar to the $R_2$ polynomial in a different way: the exponent of $(x - 1)$ can be expressed using the rank (over $\mathbb{F}_2$) of the incidence matrix of the subgraphs (see [1]). The two-variable interlace polynomial [1] has even more similarity to the $R_2$ polynomial in this respect: it is also defined using the rank (over $\mathbb{F}_2$) of the adjacency matrix of induced subgraphs (the main difference is that the two-variable interlace polynomial is a sum over subsets of vertices whereas the $R_2$ polynomial is a sum over subsets of edges).

The most interesting fact about the $R_2$ polynomial is that for bipartite graphs it encodes the number of independent sets (see Theorem 2.3 below). We are not aware of any other graph polynomial that encodes the number of independent sets in a non-obvious manner. (The independence polynomial of graph $G$ is $I(G; x) = \sum_k s_k x^k$, where $s_k$ is the number of independent sets of $G$ of size $k$; here, obviously, $I(G, 1)$ counts the number of independent sets of $G$.)

2. Our results

2.1. Invariants counted by the polynomial

Now we look at how $R_2(G; q, \mu)$ encodes the number of matchings, perfect matchings, and independent sets (in the bipartite case) of graphs.

**Lemma 2.1.** Substituting $q = \mu^{-1/2}$ into equation (1.2), we define

$$P(G; \mu) := R_2(G; \mu^{-1/2}, \mu) = \sum_{S \subseteq E(G)} \mu^{|S| - \text{rk}_2(S)/2}.$$

Then $P(G; 0)$ is the number of matchings in $G$. 

Proof. Note that \( rk_2(S) \leq 2|S| \) (since adding an edge to \( S \) changes two entries in the adjacency matrix and hence can change rank by at most two), and \( rk_2(S) < 2|S| \) if \( S \) is not a matching (since the rank of the adjacency matrix of a star is \( 2 < 2|S| \), and adding further edges preserves the strict inequality).

\[
\text{Lemma 2.2. Let} \quad P(G;t,\mu) := t^{|V|}R_2(G;1/t,\mu) \quad \text{and} \quad P_2(G;\mu) := \mu^{-|V|/2}P(G;0,\mu).
\]

Then \( P_2(G;0) \) is the number of perfect matchings of \( G \).

Proof. Note that only subsets with full rank adjacency matrix contribute to \( P(G;0,\mu) \), and then only the minimal cardinality subsets with full rank adjacency matrix contribute to \( P_2(G;0) \). These subsets are exactly the perfect matchings.

From now on we focus mainly on bipartite graphs. For a bipartite graph \( G = (U \cup W, E) \) we let

\[
R'_2(G; \lambda, \mu) = \sum_{S \subseteq E} \lambda^{rk_2(S)} \mu^{|S|}, \tag{2.1}
\]

where \( rk_2(S) \) is the rank of the bipartite adjacency matrix of \( (U \cup W, S) \). Note that \( R'_2 \) is just a reparametrization of \( R_2 \); more precisely,

\[
R_2(G; \lambda, \mu) = R'_2(G; \lambda^2, \mu), \quad \tag{2.2}
\]

since the adjacency matrix contains ‘two copies’ of the bipartite adjacency matrix (one of them transposed). The reason for definition (2.1) is that it is simpler to work with the bipartite adjacency matrix for bipartite graphs.

In Section 3 we prove that \( R'_2 \) counts the number of independent sets in bipartite graphs.

\[
\text{Theorem 2.3. Let } G = (U \cup W, E) \text{ be a bipartite graph. The number of independent sets of } G \text{ is given by}
\]

\[
2^{|U|+|W|-|E|} R'_2(G; 1/2, 1).
\]

2.2. Complexity of exact evaluation of the polynomial

In our search for more invariants counted by the polynomial, we looked for points where it can be evaluated in polynomial time. The only interesting easily evaluated point found is \((\lambda, \mu) = (1/2, -1)\), which encodes the number of isolated vertices of \( G \) (see equation (4.2)).

We show in Section 4 that exact evaluation of the polynomial \( R'_2(G; \lambda, \mu) \) is \#P-hard at most points \((\lambda, \mu)\), assuming the validity of the generalized Riemann hypothesis (GRH).

\[
\text{Theorem 2.4. Exact evaluation of } R'_2 \text{ at rational point } (\lambda, \mu) \text{ (i.e., computing the function } G \mapsto R'_2(G, \lambda, \mu) \text{) is}
\]

(i) polynomial-time computable when \( \lambda \in \{0, 1\} \) or \( \mu = 0 \) or \( (\lambda, \mu) = (1/2, -1) \),
(ii) \#P-hard when \( \lambda \notin \{0, 1/2\} \) and \( \mu \neq 0 \), assuming the GRH, 

(iii) \#P-hard when \( \lambda = 1/2 \) and \( \mu \notin \{0, -1\} \), assuming the GRH.

Theorem 2.4 fits the general theme of analysing the complexity of evaluating graph polynomials; related work includes that of Jaeger, Vertigan and Welsh [20] (for the Tutte polynomial), Bläser and Hoffmann [4] (for the two-variable interlace polynomial), and Makowsky [24] (providing a general framework for graph polynomials defined using second-order logic).

For the non-bipartite case we have the following classification. Exact evaluation of \( R_2 \) at rational point \((\lambda, \mu)\) is polynomial-time computable when \( \mu = 0 \) or \( \lambda \in \{-1, 0, 1\} \); the \( \lambda = -1 \) case follows from the fact that a skew-symmetric matrix with zero diagonal has even rank over any field (the zero diagonal condition is redundant for fields of characteristic \( \neq 2 \)). For any other rational \( \lambda \) and \( \mu \) we get \#P-hardness for evaluating the \( R_2 \) polynomial from Theorem 2.4 and (2.2) (again assuming the GRH). (Note that \((\lambda, \mu) \mapsto (\lambda^2, \mu)\) never maps to the easy case \((1/2, -1)\), since \( \lambda \) is rational. It would be nice to have hardness classification for evaluating \( R_2 \) and \( R'_2 \) for, say, algebraic \( \lambda \) and \( \mu \).)

3. Independent sets in bipartite graphs

The problem of counting independent sets (\( \# \text{IS} \)) in a graph is of interest in both computer science and statistical physics (independent sets are a special case of the so-called hard-core model; see, e.g., [3]). Exact computation of \( \# \text{IS} \) is \#P-complete even for 3-regular planar bipartite graphs [32, 35]. A fully polynomial randomized approximation scheme (FPRAS) is known for graphs with maximum degree \( \Delta \leq 5 \), [23, 12, 33]. Unless \( \text{RP} = \text{NP} \), an FPRAS does not exist for graphs with \( \Delta \geq 6 \) [28].

Now we focus on the problem of counting independent sets in bipartite graphs (\( \# \text{BIS} \)). While for exact counting the complexity of \( \# \text{BIS} \) and \( \# \text{IS} \) is the same, the situation looks very different for approximate counting: for example, no inapproximability result is known for \( \# \text{BIS} \). Dyer, Goldberg, Greenhill and Jerrum [10] show that \( \# \text{BIS} \) is complete with respect to approximation-preserving reductions (AP-reductions) in a sub-class of \#P. Many problems have been shown to be equivalent (with respect to AP-reductions) to \( \# \text{BIS} \), for example, \( \# \text{Downsets}, \#1\text{P1NSat} \) [10], computing the partition function of a ferromagnetic Ising model with local fields [17], and counting the number of satisfying assignments of a class of Boolean CSP instances [11]. A pertinent negative result for \( \# \text{BIS} \) is that Glauber dynamics (or, more generally, any chain whose states are independent sets and that flips at most 0.35\( n \) vertices in one step) cannot be used to efficiently sample random independent sets in a random 6-regular bipartite graphs on \( n + n \) vertices [9].

The rest of this section is devoted to proving Theorem 2.3. It will be convenient to work with matrices instead of graphs. For two zero-one matrices \( A, B \), we say \( B \leq A \) if \( B \) corresponds to a subgraph of \( A \), formally described as follows.

**Definition.** Let \( A, B \) be zero-one \( n_1 \times n_2 \) matrices. We say \( B \leq A \) if \( A_{ij} = 0 \) implies \( B_{ij} = 0 \), for all \( i \in [n_1] \) and \( j \in [n_2] \). Let \( \mathcal{C}_A \) be the set of zero-one \( n_1 \times n_2 \) matrices \( B \) such that \( B \leq A \).
Let \( \#_1(A) \) denote the number of ones in \( A \) (that is, the number of edges in the corresponding graph). The ‘rank weighted subgraph’ (RWS) problem rephrased for matrices is as follows.

**Rank Weighted Matrices with \( \lambda, \mu \geq 0 \) (RWM(\( \lambda, \mu \))).**

*Input:* an \( n_1 \times n_2 \) matrix \( A \).

*Output:* \( B \in C_A \) with probability of \( B \propto \lambda^{\text{rk}_2(B)} \mu^{\#_1(B)} \).

The problem of sampling independent sets in bipartite graphs is as follows.

**Bipartite Independent Sets (BIS).**

*Input:* a bipartite graph \( G = (U \cup W, E) \).

*Output:* a uniformly random independent set of \( G \).

Before we show a connection between BIS and RWM(1/2, 1), we remark that to sample bipartite independent sets it is enough to sample a subset of one side, say \( U \), from the correct (marginal) distribution. We now describe this distribution in a setting which will be advantageous for the proof of Theorem 2.3.

We will represent an independent set by a pair of (indicator) vectors \( u, v \) (where \( u \in \mathbb{F}^{n_1}_2 \) and \( v \in \mathbb{F}^{n_2}_2 \)).

**Definition.** We say that two vectors \( \alpha, \beta \in \mathbb{F}^n_2 \) share a one if there exists \( i \in [n] \) such that \( \alpha_i = \beta_i = 1 \).

We will use the following simple fact.

**Observation.** Let \( \alpha, \beta \in \mathbb{F}^n_2 \). Let \( d \) be the number of ones in \( \beta \).

- If \( \alpha, \beta \) share a one then there are \( 2^{d-1} \) vectors \( \beta' \leq \beta \) such that \( \alpha^T \beta' \equiv 0 \mod 2 \).
- If \( \alpha, \beta \) do not share a one then there are \( 2^d \) vectors \( \beta' \leq \beta \) such that \( \alpha^T \beta' \equiv 0 \mod 2 \).

Let \( u \in \mathbb{F}^{n_1}_2 \) be a vector. We would like to count the number of \( v \in \mathbb{F}^{n_2}_2 \) such that \( u, v \) is an independent set. Note that \( u, v \) is an independent set if and only if \( v_j = 0 \) for every \( j \in [n_2] \) such that \( u \) and the \( j \)th column of \( A \) share a one. Let \( k \) be the number of columns of \( A \) that do not share a one with \( u \). Then we have

\[
\text{occurs in } 2^k \text{ independent sets.} \quad (3.1)
\]

Thus to sample independent sets in a bipartite graph \( G \) with \( n_1 \times n_2 \) bipartite adjacency matrix \( A \) it is enough to sample \( u \in \mathbb{F}^{n_1}_2 \) with the probability of \( u \) proportional to \( 2^k \), where \( k \) is the number of columns of \( A \) that do not share a one with \( u \). We will call this distribution on \( u \) the marginal BIS distribution.

The following lemma shows a tight connection between BIS and RWM(1/2, 1): given a sample from one distribution it is trivial to obtain a sample from the other one.

**Lemma 3.1.** Let \( G \) be a bipartite graph with bipartite adjacency matrix \( A \).
• Let \( u, v \) be a uniformly random independent set of \( G \). Let \( B \) be a uniformly random matrix from the set \( \{ D \in C_A \mid u^T D \equiv 0 \mod 2 \} \). Then \( B \) is from the RWM(1/2, 1)-distribution.
• Let \( B \in C_A \) be a random matrix from the RWM(1/2, 1)-distribution. Let \( u \in \mathbb{F}_2^n \) be a uniformly random vector from the left null space of \( B \) (that is, \( \{ \beta \in \mathbb{F}_2^n \mid \beta^T B \equiv 0 \mod 2 \} \)). Then \( u \) is from the marginal BIS distribution.

**Proof.** Let \( Q \) be the set of \( u, B \) pairs such that \( u^T B \equiv 0 \mod 2 \) and \( B \leq A \). Let \( \psi \) be the uniform distribution on \( Q \). Note that \( \psi \) marginalized over \( u \) yields the RWM(1/2, 1)-distribution on \( B \leq A \), where we are using the fact that a \( d \)-dimensional space (in this case the left null space of \( B \)) over \( \mathbb{F}_2 \) has \( 2^d \) elements. Formally,

\[
P(B) = \sum_{u, u^T B \equiv 0 \mod 2} \frac{1}{|Q|} = \frac{2^{n_1 - rk_1(B)}}{|Q|} = \frac{2^{-rk_1(B)}}{R_2'(G; 1/2, 1)}. \tag{3.2}
\]

Next we show that \( \psi \) marginalized over \( B \) yields the marginal BIS distribution. We compute the number of \( B \leq A \) such that \( u^T B \equiv 0 \mod 2 \). Let us use the same \( k \) as in (3.1), that is, \( k \) is the number of columns of \( A \) that do not share a one with \( u \).

Note that the columns of \( B \) can be chosen independently, and only if the column and \( u \) share a one is the number of choices (for that column) halved. Let \( \#_1(A) \) be the number of ones in \( A \). Thus

\[
\text{there are } 2^{\#_1(A) - n_2 - k} \text{ choices of } B \leq A \text{ such that } u^T B \equiv 0 \mod 2. \tag{3.3}
\]

Note that for fixed \( u \) the counts in (3.1) and (3.3) differ by a factor of \( 2^{\#_1(A) - n_2} \) (which is independent of \( u \)). Thus \( \psi \) marginalized over \( B \) yields the marginal BIS distribution on \( u \). Formally

\[
P(u) = \frac{2^{\#_1(A) - n_2 - k}}{|Q|} = \frac{2^k}{\#\text{BIS}(G)}. \tag{3.4}
\]

Note that this proves both claims of the lemma, since in both cases the \( u, B \) pair is from \( \psi \) (by first sampling from a marginal and then sampling the remaining variable), and the conclusion in both claims is a statement about the marginal of the remaining variable.

Theorem 2.3 now follows from the proof of Lemma 3.1.

**Proof of Theorem 2.3.** Let \( Q \) be the set from the proof of Lemma 3.1. From (3.2) we obtain

\[
|Q| = R_2'(G; 1/2, 1)2^{n_1}. \tag{3.5}
\]

From (3.4) we have that the number of independent sets of \( G \) is given by

\[
\#\text{BIS}(G) = \frac{|Q|}{2^{\#_1(A) - n_2}}. \tag{3.6}
\]

Combining (3.5) and (3.6) we obtain the theorem. \(\square\)
4. Exact evaluation of \( R'_2 \) (proof of Theorem 2.4)

We will prove Theorem 2.4 in this section. Let \( G = (V, E) = (U \cup W, E) \) be a bipartite graph. First we deal with the cases where exact evaluation of \( R'_2(G; \lambda, \mu) \) is easy. For cases \( \lambda \in \{0, 1\} \) and \( \mu = 0 \) we have

\[
R'_2(G; 0, \mu) = R'_2(G; \lambda, 0) = 1 \quad \text{and} \quad R'_2(G; 1, \mu) = (1 + \mu) |E|.
\]

For \( \lambda = 1/2 \) and \( \mu = -1 \) we will show

\[
R'_2(G; 1/2, -1) = 2|E| - |V| + t,
\]

where \( t \) is the number of isolated vertices in \( G \) (see the remark after Theorem 4.3 below).

For the hardness results we give reductions from the problem of evaluating the Tutte polynomial (to establish Theorem 2.4(ii)) and \#BIS (to establish Theorem 2.4(iii)).

The Tutte polynomial of a graph \( G = (V, E) \) is a polynomial in two variables \( x, y \) defined by

\[
T(G; x, y) = \sum_{S \subseteq E} (x - 1)^{\kappa(S) - \kappa(E)} (y - 1)^{|S| - |V| + \kappa(S)},
\]

where \( \kappa(S) \) is the number of connected components of the graph \( (V, S) \). The Tutte polynomial is closely related to the random cluster model (see, e.g., [34]). Let \( Z(G; q, \mu) \) be defined as in (1.1). We have

\[
T(G; x, y) = (x - 1)^{-\kappa(E)} (y - 1)^{-|V|} Z(G; (x - 1)(y - 1), (y - 1)),
\]

where we assume \( x \neq 1 \) and \( y \neq 1 \).

We are going to use the following result on the complexity of exact evaluation of the Tutte polynomial. The hardness results of [20] are for multigraphs (that is, parallel edges are allowed). However, our reductions turn multigraphs into (simple) graphs.

**Theorem 4.1 ([20]).** Exact evaluation of the Tutte polynomial (on multigraphs) is \#P-hard for all rational numbers \( x, y \) except when

1. \((x - 1)(y - 1) = 1, \) or
2. \((x, y) \) equals \((1, 1), (−1, −1), (0, −1) \) or \((-1, 0)\).

Theorem 2.4(ii) will be proved by reducing from exact evaluation of the Tutte polynomial. We prove the following lemma in Section 4.1.

**Lemma 4.2.** Assuming the validity of the GRH, exact evaluation of the Tutte polynomial (for multigraphs) at \( x, y \) is polynomial-time Turing-reducible to exact evaluation of \( R'_2 \) polynomial (for simple graphs) at \( \lambda, \mu \), when

\[
(x - 1)(y - 1) = 1/\lambda - 1, \quad y - 1 = \mu^2, \quad \lambda \notin \{0, 1\}, \quad \text{and} \quad \mu \neq 0.
\]

Assuming the GRH, by Lemma 4.2 and Theorem 4.1, we have that exact evaluation of \( R'_2 \) at rational point \( (\lambda, \mu) \) is \#P-hard when \( \lambda \notin \{0, 1/2, 1\} \) and \( \mu \neq 0 \). We do not get \#P-hardness for \( \lambda = 1/2 \) since the reduction is from the Tutte polynomial at
Now we prove Theorem 2.4(iii) (the proof of the main lemmas is deferred to later sections). To show \#P-hardness of exact evaluation of \(R'_2(G; 1/2, \mu)\) for \(\mu \notin \{-1, 0\}\), we prove a connection between \(R'_2\) and the ‘permissive version of \#BIS’ (\#PBIS) introduced in [17]: \#PBIS is a generalization of \#BIS where the weight of a set of vertices is determined by the number of pairs of neighbouring vertices that are both in the set (in \#BIS the weight is zero raised to the number of such pairs).

\textbf{#Permissive Bipartite Independent Sets with parameter } \eta (\textbf{#PBIS}(\eta)).

\textbf{Input:} a bipartite graph \(G = (U \cup W, E)\).

\textbf{Output:} the quantity

\[
\text{#PBIS}(G; \eta) = \sum_{\sigma : U \cup W \rightarrow \{0, 1\}} (1 + \eta)^{w(\sigma)}(1 - \eta)^{|E| - w(\sigma)},
\]

where \(w(\sigma)\) is the number of edges in \(E\) with both endpoints labelled 1 by \(\sigma\).

(We are using a parametrization different from that of [17]: our \(\eta\) and their \(\gamma\) are connected by \(\gamma^2 = (1 + \eta)/(1 - \eta)\).)

Note that

\[
\text{#BIS}(G) = 2^{|E|}\text{#PBIS}(G; -1).
\]

The following result is a generalization of Theorem 2.3 and shows that \(R'_2\) encodes \#PBIS(\eta) as well. The proof is deferred to Section 4.2.

\textbf{Theorem 4.3.} Let \(G = (V, E) = (U \cup W, E)\) be a bipartite graph. Then

\[
\text{#PBIS}(G; \eta) = 2^{|V|}R'_2(G; 1/2, -\eta).
\]

Note that \(\text{#PBIS}(G; 1) = 2^{|E|+t}\), where \(t\) is the number of isolated vertices of \(G\) (since the other vertices have to be labelled 1 by \(\sigma\)). This implies (4.2).

The following result on \#PBIS(\eta) will be proved in Section 4.3.

\textbf{Lemma 4.4.} Assuming the validity of the GRH, \#BIS is polynomial-time Turing-reducible to \#PBIS(\eta) with \(\eta\) a rational number and \(\eta \notin \{\pm 1, 0\}\).

Theorem 2.4(iii) follows from Theorem 4.3, Lemma 4.4 and the fact that exact computation of \#BIS is \#P-complete [27].

\textbf{4.1. Reducing the Tutte polynomial to the } \(R'_2\) \textbf{polynomial (proof of Lemma 4.2)}

We will focus on bipartite graphs \(G = (U \cup W, E)\) such that vertices in partition \(W\) have degree at most 2 (a natural operation that produces such graphs is a 2-stretch, that is, replacement of each edge with a path of length 2).
Let $G = (U \cup W, E)$ be a bipartite graph with max-degree in $W$ bounded by 2. We call a connected component $C = (U_C \cup W_C, E_C)$ of $G$ pure if every vertex in $W_C$ has degree 2 in $C$. A component that is not pure will be called mixed. The evaluation of the $R'_2$ polynomial in $G$ can be expressed using pure connected components as follows.

**Lemma 4.5.** For every bipartite graph $G = (U \cup W, E)$ such that the degree of each vertex in $W$ is bounded by 2,

$$R'_2(G; \lambda, \mu) = \sum_{S \subseteq E} \lambda^{|U| - \kappa'(S)} \mu^{|S|},$$

where $\kappa'(S)$ is the number of pure connected components in $(U \cup W, S)$.

Before proving Lemma 4.5 we need the following characterization of the rank of bipartite adjacency matrices over $\mathbb{F}_2$.

**Lemma 4.6.** Let $G = (U \cup W, E)$ be a connected bipartite graph with max-degree in $W$ bounded by 2. Let $B$ be the adjacency matrix of $G$. Then

$$\text{rk}_2(B) = \begin{cases} |U| & \text{if there is a vertex of degree 1 in } W, \\ |U| - 1 & \text{otherwise.} \end{cases}$$

**Proof.** Let $x \in \mathbb{F}_2^U$ be a solution of the linear system $x^T B = 0$. Let $U_i$ be the set of vertices $u \in U$ such that $x_u = i$, for $i = 0, 1$. Note that no vertex $v \in W$ has neighbours in both $U_0$ and $U_1$ (otherwise $(x^T B)_v = 1$). Thus for $G$ to be connected either $x = 0$ or $x = 1$. If there is a vertex of degree 1 in $W$ then $x = 1$ is not a solution, and hence $\text{rk}_2(B) = |U|$. On the other hand, if all vertices in $W$ have degree 2 then $x = 1$ is a solution and hence $\text{rk}_2(B) = |U| - 1$. \hfill \square

Now we prove Lemma 4.5.

**Proof of Lemma 4.5.** We will show that

$$\text{rk}_2(S) = |U| - \kappa'(S), \quad (4.7)$$

where $\text{rk}_2(S)$ is the rank (over $\mathbb{F}_2$) of $B$, the bipartite adjacency matrix of $(U \cup W, S)$, and $\kappa'(S)$ is the number of pure connected components of $(U \cup W, S)$.

Note that $B$ has a block structure with a block for each connected component. The rank is the sum of the ranks of the blocks. Equation (4.7) now follows from Lemma 4.6. \hfill \square

We now lay groundwork for the proof of Lemma 4.2. We use the following construction in the reduction. Given a (multi-) graph $H = (V_H, E_H)$ and a bipartite graph $\Upsilon = (U_\Upsilon \cup W_\Upsilon, E_\Upsilon)$ with a specific vertex $u \in U_\Upsilon$, we construct a bipartite graph $G$ from $H$ and $\Upsilon$ as follows. Let $\hat{H} = (V_H \cup W_\hat{H}, E_\hat{H})$ be the 2-stretch of $H$, where $W_\hat{H}$ are the ‘new’ vertices. For each vertex $v$ in $V_H$ we identify $v$ with $u$ in a copy of $\Upsilon$ (thus we have $|V_H|$ copies
of \( \Upsilon \). We call the graph \( G \) the \textit{stretch-sum} of \( H \) and \( (\Upsilon, u) \). Note that if \( W_\Upsilon \) contains only vertices of degree at most 2 then the partition of \( G \) containing \( \hat{W}_H \) contains only vertices of degree at most 2.

We define two functions related to \( R'_2 \).

**Definition.** Let \( \lambda, \mu \in \mathbb{R} \). Let \( \Upsilon = (U \cup W, E) \) be a bipartite graph with a specific vertex \( u \in U \). Assume that the max-degree in \( W \) is bounded by 2. We define

\[
Z'_p(\Upsilon; \lambda, \mu) = \sum_S \lambda^{-\kappa'(S)} \mu^{|S|},
\]

where the sum is over all \( S \subseteq E \) such that \( u \) is in a pure connected component of \((U \cup W, S)\), and \( \kappa'(S) \) is the number of pure connected components of \((U \cup W, S)\).

Similarly, we define

\[
Z'_m(\Upsilon; \lambda, \mu) = \sum_S \lambda^{-\kappa'(S)} \mu^{|S|},
\]

where the sum is over all sets \( S \subseteq E \) such that \( u \) is in a mixed connected component of \((U \cup W, S)\).

The following lemma provides a connection between the random cluster partition function \( Z \) of \( H \) and the \( R'_2 \) polynomial of \( G \) for rational \( \lambda \) and \( \mu \).

**Lemma 4.7.** Fix rational \( \lambda \notin \{0, 1\} \) and rational \( \mu \neq 0 \). Let \( p \) be a prime such that \( \lambda \in \mathbb{Z}_p^* \). Let \( \Upsilon = (U \cup W, E) \) be a bipartite graph with a specific vertex \( u \in U \), such that the max-degree in \( W \) bounded by 2. Suppose \( \Upsilon \) satisfies

\[
X := \lambda Z'_p(\Upsilon; \lambda, \mu) \not\equiv 0 \mod p,
Y := Z'_m(\Upsilon; \lambda, \mu) + \lambda Z'_p(\Upsilon; \lambda, \mu) \equiv 0 \mod p.
\]

Let \( G \) be the stretch-sum of the (multi-) graph \( H = (V_H, E_H) \) and \( (\Upsilon, u) \). Then

\[
R'_2(G; \lambda, \mu) \equiv \lambda^{|V_H|} X^{|V_H|} Z(H; 1/\lambda - 1, \mu^2) \mod p,
\]

where \( Z(H; 1/\lambda - 1, \mu^2) \) is defined in (1.1).

**Proof.** Let \( \hat{H} = (V_{\hat{H}}, E_{\hat{H}}) \) be the 2-stretch of \( H \). Note that \( \hat{H} \) is a subgraph of \( G = (V_G, E_G) \). Let \( S_0 \subseteq E_{\hat{H}} \). Let \( \Lambda_{S_0} \) be a family of subsets \( S \subseteq E_G \) such that \( S \cap E_{\hat{H}} = S_0 \). Now, we evaluate

\[
\sum_{S \in \Lambda_{S_0}} \lambda^{-\kappa'(S)} \mu^{|S|}
\]

modulo \( p \).

**Claim 1.** If \((V_{\hat{H}}, S_0)\) has no mixed connected component, then

\[
(4.12) \equiv (\lambda^{-1} - 1)^{\kappa(S_0)} \mu^{|S_0|} X^{|V_H|} \mod p,
\]
where $\kappa(S_0)$ is the number of connected components of $(V_{\hat{H}}, S_0)$; otherwise,

\[(4.12) \equiv 0 \mod p.\]

**Proof of Claim 1.** Equation (4.12) can be rewritten as a product, where each term in the product corresponds to a connected component of $(V_{\hat{H}}, S_0)$ (since each connected component with the copies of $\Upsilon$ attached to it influences $\kappa'(S)$ independently). Thus

\[(4.12) = \prod C \Phi_C,\]

where for each connected component $C = (V_C, E_C)$ in $(V_{\hat{H}}, S_0)$ such that there are $k$ copies of $\Upsilon$ (we refer to the copies as $\Upsilon_1, \ldots, \Upsilon_k$ and to their special vertices as $u_1, \ldots, u_k$) attached to it, that is,

\[\Phi_C = \sum_{S_1 \in E_1} \cdots \sum_{S_k \in E_k} \lambda^{-\kappa'(\bigcup_{i \in [k]} S_i \cup E_C)} \mu^{|E_C| + \sum_{i \in [k]} |S_i|}.\]  

(4.13)

Let $A_{i0}$ be the set of $S_i$ such that $u_i$ is in a mixed component of $(V_{\hat{Y}}, S_i)$ and let $A_{i1} = 2^E \setminus A_{i0}$. Equation (4.13) can be written as

\[\Phi_C = \sum_{x_1=0}^{1} \cdots \sum_{x_k=0}^{1} \sum_{S_1 \in A_{1x_1}} \cdots \sum_{S_k \in A_{kx_k}} \lambda^{-\kappa'(\bigcup_{i \in [k]} S_i \cup E_C)} \mu^{|E_C| + \sum_{i \in [k]} |S_i|}.\]  

(4.14)

We have

\[\kappa'(\bigcup_{i \in [k]} S_i \cup E_C) = \sum_{i \in [k]} \kappa'_i(S_i) - \sum_{i=1}^{k} x_i + \ell,\]

where $\ell = 1$ if $x_1 = \cdots = x_k = 1$ and $C = (V_C, E_C)$ is a pure connected component of $(V_{\hat{H}}, S_0)$, and $\ell = 0$ otherwise. Thus

\[\sum_{S_1 \in A_{1x_1}} \cdots \sum_{S_k \in A_{kx_k}} \lambda^{-\kappa'(\bigcup_{i \in [k]} S_i \cup E_C)} \mu^{|E_C| + \sum_{i \in [k]} |S_i|} = \lambda^{-\ell} \mu^{|E_C|} \sum_{S_1 \in A_{1x_1}} \cdots \sum_{S_k \in A_{kx_k}} \prod_{i=1}^{k} \lambda^{-\kappa'_i(S_i) + x_i} \mu^{|S_i|} = \lambda^{-\ell} \mu^{|E_C|} X^k (Y - X)^{k - k'},\]

where $k' = x_1 + \cdots + x_k$.

Plugging (4.15) into (4.14), we obtain

\[\Phi_C = \mu^{|E_C|} Y^k + L,\]  

(4.16)

where $L = (1/\lambda - 1)\mu^{|E_C|} X^k$ if $C$ is a pure component of $(V_{\hat{H}}, S_0)$ and 0 otherwise. Evaluating (4.16) modulo $p$ (using (4.10)), we obtain

\[\Phi_C \equiv \begin{cases} 0 \mod p & \text{if } C \text{ is a mixed component of } (V_{\hat{H}}, S_0), \\ (1/\lambda - 1)\mu^{|E_C|} X^k \mod p & \text{otherwise.} \end{cases}\]

Thus (4.12) is zero modulo $p$ if there is a mixed component $C$ in $(V_{\hat{H}}, S_0)$. Assume now that all components of $(V_{\hat{H}}, S_0)$ are pure. The total number of edges in the components is
the total number of copies of $\Upsilon$ in the components is $|V_H|$, and hence

\[
(4.12) \equiv (1/\lambda - 1)^{k(S_0)} \mu^{S_0} X^{[V_H]} \mod p.
\]

Now we use Claim 1 to prove (4.11). Note that by Lemma 4.5,

\[
R_2'(G; \lambda, \mu) = \lambda^{[V_H]|U|} X^{[V_H]} \sum_{S_0 \subseteq E_H} \sum_{S \in A_{S_0}} \lambda^{k(S)} \mu^{|S|},
\]

where $k(S)$ is the number of pure connected components of $(V_G, S)$.

Note that by Claim 1, if $S_0$ contains a mixed component then the inner sum in (4.17) is 0 modulo $p$. Thus to evaluate (4.17) modulo $p$ it is enough to sum over $S_0$ which contain only pure components. Each such $S_0$ is obtained from exactly one $S' \subseteq E_H$ by 2-stretching. Note $(V_H, S_0)$ has the same number of connected components as $(V_H, S')$, and $|S_0| = 2|S'|$. Thus

\[
R_2'(G; \lambda, \mu) \equiv \lambda^{[V_H]|U|} X^{[V_H]} \sum_{S' \subseteq E_H} (1/\lambda - 1)^{k(S')} \mu^{2|S'|}
\]

\[
\equiv \lambda^{[V_H]|U|} X^{[V_H]} Z(H; 1/\lambda - 1, \mu^2) \mod p.
\]

We use different $\Upsilon$ for different values of $\mu$ in the reduction. When $\mu \neq -2$ we let $\Upsilon_1$ be the bipartite graph with bipartition $U = \{u_0, u_1\}$, $W = \{v_i | 0 \leq i \leq k\}$ and $k + 2$ edges: edge $\{u_0, v_0\}$, and an edge between $u_1$ and each $v_i$, for $0 \leq i \leq k$. The specific vertex of $\Upsilon_1$ is $u_0$. By elementary counting, we have

\[
\lambda Z_p'(\Upsilon_1; \lambda, \mu) = (\mu + 1)^{k+1} + \mu^2 + \lambda^{-1} - 1,
\]

\[
\lambda Z_p'(\Upsilon_1; \lambda, \mu) + Z_m'(\Upsilon_1; \lambda, \mu) = (\mu + 1)((\mu + 1)^{k+1} + \lambda^{-1} - 1).
\]

When $\mu = -2$ we let $\Upsilon_2$ be the bipartite graph with bipartition $U = \{u_0, u_1, u_2\}$, $W = \{v_i | 0 \leq i \leq 2k\}$ and $4k + 2$ edges: $\{u_0, v_0\}$, $\{u_1, v_0\}$, and a complete bipartite graph between $U \setminus \{u_0\}$ and $W \setminus \{v_0\}$. The specific vertex of $\Upsilon_2$ is $u_0$. By elementary counting, we have

\[
\lambda Z_p'(\Upsilon_2; \lambda, -2) = \lambda^{-2} + 2^{2k} \lambda^{-1} - 3 + 3 \cdot 2^{2k} + \lambda^{-1},
\]

\[
\lambda Z_p'(\Upsilon_2; \lambda, -2) + Z_m'(\Upsilon_2; \lambda, -2) = -\lambda^{-2} - 2^{2k} \lambda^{-1} - 1 + 2^{2k} + 3 \lambda^{-1}.
\]

Fix rational $\lambda \notin \{0, 1\}$ and $\mu \neq 0$. We want to find sufficiently many primes such that there is some integer $k$ for which (4.18) satisfies (4.10) (when $\mu \neq -2$) or (4.19) satisfies (4.10) (when $\mu = -2$). We need the following result on the density of primes.

Lemma 4.8 ([25, 26, 29]). Let $r, q \in \mathbb{Q}^*$ and $q \neq \pm 1$. The density (inside the set of all primes) of primes $p$, such that

\[ q^k \equiv r \mod p \]

can be satisfied for some integer $k$, is a positive constant, assuming the GRH.

Lemma 4.8 immediately yields the following two corollaries.
Corollary 4.9. Fix rational $\lambda \notin \{0, 1\}$ and rational $\mu \notin \{0, -2\}$. The density (inside the set of all primes) of the primes $p$, such that there is an integer $k$ for which (4.18) satisfies (4.10), is a positive constant, assuming the GRH.

Proof. If $\mu = -1$, then to ensure (4.18) satisfies (4.10) it is sufficient to have $\lambda^{-1} \not\equiv 0 \pmod{p}$. Thus, for all but a finite number of primes, and for all positive integers $k$, (4.18) satisfies (4.10).

Now assume $\mu \neq -1$. To ensure (4.18) satisfies (4.10), it is sufficient to have
\[
(\mu + 1)^{k+1} + \lambda^{-1} - 1 \equiv 0 \pmod{p},
\]
\[
\mu \not\equiv 0 \pmod{p}.
\]

The corollary follows from Lemma 4.8 (and the fact that the number of primes such that $\mu \equiv 0 \pmod{p}$ is finite).

Corollary 4.10. Fix rational $\lambda \notin \{0, 1\}$ and rational $\mu = -2$. The density (inside the set of all primes) of the primes $p$, such that there is an integer $k$ for which (4.19) satisfies (4.10), is a positive constant, assuming the GRH.

Proof. We claim that if
\[
(\lambda^{-2} - 3\lambda^{-1} + 1)(1 - \lambda^{-1})^{-1} \equiv 25^k \pmod{p},
\]
\[
1 - \lambda^{-1} \not\equiv 25^k \pmod{p},
\]
then (4.19) satisfies (4.10). The first equation in (4.21) ensures the second equation in (4.10) is satisfied, and the first and second equations in (4.21) imply the first equation in (4.10) is satisfied.

By Lemma 4.8 the density of primes that ensure the first equation in (4.21) is satisfied is positive. Solving
\[
(\lambda^{-2} - 3\lambda^{-1} + 1)(1 - \lambda^{-1})^{-1} \equiv 1 - \lambda^{-1} \pmod{p},
\]
we obtain $\lambda^{-1} \equiv 0 \pmod{p}$, and hence the second equation in (4.21) is automatically satisfied.

Proof of Lemma 4.2. Let $x, y, \lambda, \mu$ be rational numbers such that (4.5) is satisfied. Suppose $\lambda = a/b$ and $\mu = c/d$ with $a, b, c, d \in \mathbb{Z}$, $\gcd(a, b) = 1$, and $\gcd(c, d) = 1$.

Suppose we want to evaluate the Tutte polynomial for $H = (V_H, E_H)$ at $x, y$. Let $n := |V_H|$ and $m := |E_H|$. By (4.4), to evaluate $T(H; x, y)$, we can instead evaluate $Z(H; 1/\lambda - 1, \mu^2)$ (note that $\lambda \neq 1$ implies $x \neq 1$ and $y \neq 1$ and hence (4.4) applies). Recall that
\[
Z(H; 1/\lambda - 1, \mu^2) = \sum_{S \subseteq E_H} (1/\lambda - 1)^{\kappa(S)} \mu^{2|S|} = \frac{L}{a^n d^{2m}},
\]
where
\[
L = \sum_{S \subseteq E_H} (b - a)^{\kappa(S)} a^{n - \kappa(S)} c^{2|S|} d^{2m - 2|S|}.
\]
Note that $L \in \mathbb{Z}$ and $|L| \leq 2^m |b - a|^n a^n c^{2m} d^{2m}$. 
We now prove the case $\mu \neq -2$. For the case $\mu = -2$, the proof is similar (by using $\Upsilon_2$ and Corollary 4.10).

We choose $n^3$ primes $p_1, \ldots, p_{n^3}$ such that

- $a, b, c, d \equiv 0 \mod p_i$, and $a + b \equiv 0 \mod p_i$, for each $i \in [n^3]$,
- there is some integer $k$ for which (4.20) is satisfied with $p = p_i$, for each $i \in [n^3]$,
- $p_i = O(n^4)$ for $i \in [n^3]$, and
- $\prod_{i=1}^{n^3} p_i > 2^{m+1}|b - a|^n d^{2m} d^{2m}.$

By Corollary 4.9, these primes exist. We can find them in time polynomial in $n$ by exhaustive search.

For each $p_i$, let $0 < k_i < p_i$ be an integer for which (4.18) satisfies (4.10) with $p = p_i$ (by Fermat's Little Theorem, if $k_i$ is a solution, then $k_i + t(p_i - 1)$ is a solution as well, for every $t \in \mathbb{Z}$). Again, we can find them in time polynomial in $n$ by exhaustive search.

We use $\Upsilon_1$ with $k = k_i$ as above. Let $G_i$ be the stretch-sum of $H$ and $(\Upsilon_1, u_0)$ as above. Note that $G_i$ has size polynomial in $n$ since $k_i = O(n^4)$. By Lemma 4.7 and (4.22), we have

$$L \equiv a^n d^{2m} \lambda^{-2n} X^{-n} R'_2(G_i; \lambda, \mu) \mod p_i,$$

where $X = iZ'_p(\Upsilon_1; \lambda, \mu)$. We can make a query to the oracle to obtain the rational number $R'_2(G_i; \lambda, \mu)$ and can thus compute $L \mod p_i$ in polynomial time for each $i \in [n^3]$. By the Chinese Remainder Theorem, we can compute $L$ in time polynomial in $n$ (see, e.g., [2], p.106).

4.2. Reducing $\#\text{PBIS}$ to the $R'_2$ polynomial (proof of Theorem 4.3)

Now we show the connection between $\#\text{PBIS}$ and the $R'_2$ polynomial; the proof of Theorem 4.3 is similar to the proof of the high-temperature expansion of the Ising model (see, e.g., [21]).

Proof of Theorem 4.3.

$$\#\text{PBIS}(G; \eta) = \sum_{\sigma : U \cup W \rightarrow \{0, 1\}} (1 + \eta)^{\nu(\sigma)} (1 - \eta)^{E[-\nu(\sigma)]} \prod_{\{u, v\} \in E} (1 + \eta \chi(\sigma(u), \sigma(v))),$$

(4.23)

where

$$\chi(\sigma(u), \sigma(v)) = \begin{cases} 1 & \text{if } \sigma(u) = \sigma(v) = 1, \\ -1 & \text{otherwise}. \end{cases}$$

(4.24)

Let

$$\Psi_{S, \sigma_1, \sigma_2} := \prod_{\{u, v\} \in S} \chi(\sigma_1(u), \sigma_2(v)) \quad \text{and} \quad \Psi_{S, \sigma_1} := \sum_{\sigma_2 : W \rightarrow \{0, 1\}} \Psi_{S, \sigma_1, \sigma_2}.$$
Expanding the product in (4.23) and changing the order of summation yields

\[
(4.23) = \sum_{\sigma \in U \cup W \rightarrow \{0,1\}} \sum_{S \subseteq E \setminus \{u,v\} \subseteq S} \prod_{e \in S} \eta \chi(\sigma(u), \sigma(v))
\]

\[
= \sum_{S \subseteq E} \eta^{\lvert S \rvert} \sum_{\sigma : U \cup W \rightarrow \{0,1\} \setminus \{u,v\} \subseteq S} \chi(\sigma(u), \sigma(v))
\]

\[
= \sum_{S \subseteq E} \eta^{\lvert S \rvert} \sum_{\sigma_1 : U \rightarrow \{0,1\}} \Psi_{S,\sigma_1}.
\]  

(4.25)

Let \(N_S(v)\) denote the set of neighbours of \(v\) in the subgraph \((U \cup W, S)\). Fix \(S\) and \(\sigma_1 : U \rightarrow \{0,1\}\). We say that a pair \(S, \sigma_1\) is good if for every \(v \in W\) the number of vertices \(u \in N_S(v)\) such that \(\sigma_1(u) = 1\) is even. A pair which is not good will be called bad.

Claim 2. \(\Psi_{S,\sigma_1} = 2^{|W|}(-1)^{|S|}\) if the pair \(S, \sigma_1\) is good; and \(\Psi_{S,\sigma_1} = 0\) if the pair \(S, \sigma_1\) is bad.

Proof of Claim 2. Suppose that \(\sigma_2\) and \(\sigma_2'\) differ only in the value assigned to \(v \in W\). For every \(u \in N_S(v)\) we have

\[
\chi(\sigma_1(u), \sigma_2(v)) = \begin{cases} 
\chi(\sigma_1(u), \sigma_2'(v)) & \text{if } \sigma_1(u) = 0, \\
-\chi(\sigma_1(u), \sigma_2'(v)) & \text{if } \sigma_1(u) = 1.
\end{cases}
\]

Hence,

\[
\Psi_{S,\sigma_1,\sigma_2} = \begin{cases} 
-\Psi_{S,\sigma_1,\sigma_2'} & \text{if } \lvert\{u \in N_S(v) \mid \sigma_1(u) = 1\}\rvert \text{ is odd}, \\
\Psi_{S,\sigma_1,\sigma_2'} & \text{otherwise}.
\end{cases}
\]

If the pair \(S, \sigma_1\) is bad, then there is a vertex \(v \in W\) such that \(\lvert\{u \in N_S(v) \mid \sigma_1(u) = 1\}\rvert\) is odd. We can partition the \(W \rightarrow \{0,1\}\) mappings into pairs \(\sigma_2, \sigma_2'\) that differ only in the label of \(v\). For each pair, we have \(\Psi_{S,\sigma_1,\sigma_2} + \Psi_{S,\sigma_1,\sigma_2'} = 0\), and thus \(\Psi_{S,\sigma_1} = 0\).

If the pair \(S, \sigma_1\) is good, then each \(\Psi_{S,\sigma_1,\sigma_2}\) contributes the same value \((-1)^{|S|}\). Since there are \(2^{|W|}\) mappings from \(W\) to \(\{0,1\}\), we have \(\Psi_{S,\sigma_1} = 2^{|W|}(-1)^{|S|}\). \(\Box\)

Claim 3. Fix \(S \subseteq E\); the number of \(\sigma_1 : U \rightarrow \{0,1\}\) such that the pair \(S, \sigma_1\) is good is \(2^{|U| - \text{rk}_2(S)}\), where \(\text{rk}_2(S)\) is the rank (over \(\mathbb{F}_2\)) of the bipartite adjacency matrix of \((U \cup W, S)\).

Proof of Claim 3. Let \(B\) be the bipartite adjacency matrix of \((U \cup W, S)\). Note that the pair \(S, \sigma_1\) is good if and only if

\[
\sigma_1^T B \equiv 0 \text{ mod } 2
\]

(we view \(\sigma_1\) as a vector with \((\sigma_1)_v = \sigma_1(v)\)). The claim follows from the fact that the number of vectors \(x \in \{0,1\}^{|U|}\) such that \(x^T B \equiv 0 \text{ mod } 2\) is \(2^{|U| - \text{rk}_2(B)}\). \(\Box\)

By Claim 2 and Claim 3, (4.25) equals

\[
\sum_{S \subseteq E} 2^{|U| + |W| - \text{rk}_2(S)}(-\eta)^{|S|} = 2^{|U| + |W|} R_2^\prime(G; 1/2, -\eta).
\] \(\Box\)
4.3. Reducing \#BIS to \#PBIS (proof of Lemma 4.4)

We use the following construction in the proof of Lemma 4.4. Let \( H \) be a bipartite graph with a special vertex \( h \). Given a graph \( G = (V, E) \) and a prime \( p \) we construct a bipartite graph \( G' \) by replacing each edge \( e \in E \) by \( p - 1 \) copies of \( H \). For every vertex \( v \in V \) and every edge \( e \) adjacent to \( v \), we add edges between \( v \) and the special vertices of the copies of \( H \) for \( e \).

Let \( P_0(\eta) \) be the part of \#PBIS\((H; \eta)\) where the label of \( h \) is 0 (that is, in the sum (4.6) we only take the \( \sigma \) that label \( h \) by zero). Similarly, let \( P_1(\eta) \) be the part of \#PBIS\((H; \eta)\) where the label of \( h \) is 1. We would like \( P_0(\eta) \) and \( P_1(\eta) \) to be such that we can recover the number of independent sets of \( G \) modulo \( p \) from \#PBIS\((G'; \eta)\) mod \( p \).

Lemma 4.11. Let \( p \geq 3 \) be a prime, let \( H \) be a bipartite graph, and let \( \eta \) be a rational number such that \( \eta(1 + \eta) \in \mathbb{Z}_p^* \) and
\[
(1 - \eta)^2 P_0(\eta) + (1 + \eta)^2 P_1(\eta) \equiv 0 \mod p, \\
(4.26)
P_1(\eta) \not\equiv 0 \mod p.
\]

Let \( G = (V, E) \) be a graph and let \( G' = (V', E') \) be the graph constructed above using \( p \) and \( H \) (where \( P_0(\eta) \) and \( P_1(\eta) \) correspond to \( H \)). Then the number of independent sets of \( G \) is congruent to \#PBIS\((G'; \eta)\) mod \( p \).

Proof. We are going to evaluate
\[
\#PBIS(G'; \eta) = \sum_{\sigma: V' \rightarrow \{0, 1\}} \prod_{\{u, v\} \in E'} (1 + \eta \chi(\sigma(u), \sigma(v))) \quad (4.27)
\]
modulo \( p \) (where \( \chi \) is given by (4.24)).

For \( \varsigma: V \rightarrow \{0, 1\} \), let \( C_\varsigma \) be the set of assignments \( V' \rightarrow \{0, 1\} \) that assign label \( \varsigma(s) \) to vertex \( s \) (for every \( s \in V \)). Now we evaluate
\[
\sum_{\sigma \in C_\varsigma} \prod_{\{u, v\} \in E'} (1 + \eta \chi(\sigma(u), \sigma(v))). \quad (4.28)
\]
Note that each copy of \( H \) influences its own set of terms in the product in (4.28). Thus the sum in (4.28) turns into the product
\[
(4.28) = \prod_{\{s, t\} \in E} \Psi(\varsigma(s), \varsigma(t)), \quad (4.29)
\]
where \( \Psi(x, y) \) is defined as follows:
\[
\Psi(x, y) = [(1 + \eta \chi(x, 0))(1 + \eta \chi(y, 0))]P_0(\eta) \\
+ (1 + \eta \chi(x, 1))(1 + \eta \chi(y, 1))P_1(\eta)]^{p-1}. \quad (4.30)
\]
The first term in (4.30) corresponds to assigning zero to the special vertex and the second term corresponds to assigning one to the special vertex.

Now we evaluate \( \Psi(x, y) \) for \( x, y \in \{0, 1\} \).
Case 1: $x = y = 1$. We have
\[ \Psi(1, 1) = ((1 - \eta)^2 P_0(\eta) + (1 + \eta)^2 P_1(\eta))^{p-1} \equiv 0 \mod p, \] (4.31)
where the congruence follows from the assumption (4.26).

Case 2: $x = y = 0$. We have
\[ \Psi(0, 0) = ((1 - \eta)^2 P_0(\eta) + (1 - \eta)^2 P_1(\eta))^{p-1} \equiv 1 \mod p, \] (4.32)
where in the congruence we used (4.26) and Fermat’s Little Theorem (note that the difference of the arguments in (4.31) and (4.32) is $4 \eta P_1(\eta)$).

Case 3: $x = 1, y = 0$ (the case $x = 0, y = 1$ is the same). We have
\[ \Psi(1, 0) = ((1 - \eta)^2 P_0(\eta) + (1 - \eta)(1 + \eta) P_1(\eta))^{p-1} \equiv 1 \mod p, \] (4.33)
where in the congruence we used (4.26) and Fermat’s Little Theorem (note that the difference of the arguments in (4.31) and (4.33) is $2(1 + \eta)P_1(\eta)$).

From (4.31), (4.32), and (4.33) we obtain that (4.29) modulo $p$ is 1 if $\varsigma$ corresponds to an independent set of $G$ and is zero otherwise. Thus we have
\[ \#PBIS(G^G; \eta) \equiv \sum_{\varsigma \in V \to \{0, 1\}} \prod_{\{s, t\} \in E} \Psi(\varsigma(s), \varsigma(t)) \equiv \#BIS(G) \mod p. \]

Now we use the following gadgets for $H$ in Lemma 4.11 to prove Lemma 4.4. For $\eta \neq 2$ we take $H$ to be the star with $k$ leaves (that is, $K_{1,k}$) where the special vertex $h$ is the centre of the star. Note that $P_0(\eta) = 2^k(1 - \eta)^k$ and $P_1(\eta) = (1 - \eta + 1 + \eta)^k = 2^k$. The condition (4.26) becomes
\[ (1 - \eta)^{k+2} + (1 + \eta)^2 \equiv 0 \mod p. \] (4.34)
We want to find sufficiently many primes $p$ such that (4.34) can be satisfied for some integer $k$. This is a corollary of Lemma 4.8, taking
\[ r = -\left( \frac{1 + \eta}{1 - \eta} \right)^2 \quad \text{and} \quad q = 1 - \eta. \]
For $\eta = 2$ we take the same $H$ as for $\eta \neq 2$ but we subdivide each edge to become a path of length 3. Note that $P_0(2) = (-8)^k$ and $P_1(2) = 24^k$. The condition (4.26) becomes
\[ (-1)^k + 3^{k+2} \equiv 0 \mod p. \] (4.35)
Again, we want to find sufficiently many primes $p$ such that (4.35) can be satisfied for some integer $k$. This is a corollary of Lemma 4.8, taking
\[ r = -9 \quad \text{and} \quad q = -1/3. \]
Hence we have the following.

Proof of Lemma 4.4. The proof is a routine application of the Chinese Remainder Theorem (similar to the proof of Lemma 4.2). We assume, for simplicity, $\eta \neq 2$ (the
case \( \eta = 2 \) is the same with (4.34) replaced by (4.35)). Given an instance \( G = (V, E) \) of \#BIS, let \( n := |V| \) and \( L \) be the number of independent sets of \( G \). Note that \( L \leq 2^n \).

We choose \( n^2 \) primes \( p_1, \ldots, p_{n^2} > 3 \) such that
- for each \( i \in [n^2] \), (4.34) has an integer solution to \( k \) with \( p = p_i \),
- \( p_i = O(n^3) \) for \( i \in [n^2] \), and
- \( \prod_{i=1}^{n^2} p_i > 2^n \).

By Lemma 4.8 these primes exist when \( \eta \notin \{ \pm 1, 0 \} \), and we can find them in time polynomial in \( n \) by using an exhaustive search.

For each \( p_i \), let \( 0 < k_i < p_i \) be an integer solution of (4.34) with \( p = p_i \) (if \( k_i \) is a solution of (4.34) then \( k_i + t(p_i - 1) \) is a solution for every \( t \in \mathbb{Z} \)), again we can find the \( k_i \) by using an exhaustive search. We then construct a bipartite graph \( G'_i \) as above from \( G, p_i \) and \( k_i \). Note that \( G'_i \) has size polynomial in \( n \) since \( k_i < p_i = O(n^3) \). As (4.34) is satisfied, by Lemma 4.11, we have

\[
L \equiv \#\text{PBIS}(G'_i; \eta) \mod p_i.
\]

We can make a query to the oracle to obtain the rational number \( \#\text{PBIS}(G'_i; \eta) \) and thus we can compute \( L \mod p_i \) in polynomial time for each \( i \in [n^2] \). By the Chinese Remainder Theorem, we can compute \( L \) in time polynomial in \( n \).

5. Conclusions

We conclude with a few questions and a discussion on approximating the \( R'_2 \) polynomial.

**Question 1.** What other interesting properties are encoded by the polynomial?

Thanks to the referee for pointing out that the methods of [8] resolve the following question in the positive (the \( R_2 \) polynomial is MS_2-definable and hence one can use Theorem 32 of [8]; see also Lemma 24 of [7]). One can still ask for a more efficient algorithm that would use more specific properties of the \( R_2 \) polynomial; see [5], where such an algorithm is given for the interlace polynomial.

**Question 2.** Is the exact evaluation of the polynomial easy for bounded tree-width graphs?

Because of the hardness of exact evaluation of \( R'_2 \), another question is whether there is a fully polynomial randomized approximation scheme (FPRAS) for \( R'_2(G; \lambda, \mu) \). Results of [19] imply that there is an FPRAS for \( R'_2(G; \lambda, \mu) \) when \( \lambda = 1/2 \) and \( -1 < \mu < 0 \). This follows from Theorem 4.3 and the fact that there is an FPRAS for \( \#\text{PBIS}(\eta) \) (defined by (4.6) in Section 4) when \( 0 < \eta < 1 \) (this follows from [19] and the fact that \( \#\text{PBIS}(\eta) \) corresponds to \( \beta = 1, \gamma = (1 + \eta)/(1 - \eta) \) and \( \mu = 1 \) in their parametrization).

One way of designing an FPRAS is the Markov chain Monte Carlo method. The natural sampling problem associated with \( R'_2 \) is the following.
Rank Weighted Subgraphs with $\lambda, \mu \geq 0$, (RWS($\lambda, \mu$)).

Input: a bipartite graph $G = (U \cup W, E)$,

Output: $S \subseteq E$ with probability of $S \propto \lambda^{\text{rk}_2(S)} \mu^{|S|}$.

Note that the problem of (approximately) evaluating the polynomial is self-reducible (we can remove one edge), and hence by [22] sampling is equivalent to counting.

The ‘single bond flip’ chain is a natural approach to sampling from RWS($\lambda, \mu$).

**Definition.** The single bond flip chain is defined as follows. Pick an edge $e \in E$ at random and let $S = X_t \oplus \{e\}$. Set $X_{t+1} = S$ with probability

$$
(1/2) \min\{1, \lambda^{\text{rk}_2(S) - \text{rk}_2(X_t)} \mu^{|S| - |X_t|}\}
$$

and $X_{t+1} = X_t$ with the remaining probability.

In each step of the single bond flip chain, we have to compute the rank of a matrix over $\mathbb{F}_2$ (corresponding to $S$) which differs from the current matrix (corresponding to $X_t$) in a single entry. One can use dynamic matrix rank problem algorithms to perform this computation in $O(n^{1.575})$ arithmetic operations per step [15].

In the initial version of this paper [16], we proved that the chain is rapidly mixing for trees. Bordewich and Kang [6] recently proved that the single bond flip chain mixes in polynomial time for graphs of constant tree-width. Unfortunately, Goldberg and Jerrum [18] recently showed that there exist bipartite graphs for which the single bond flip chain has exponential mixing time for $\lambda = 1/2$ and $\mu = 1$ (which is the most interesting setting of $\lambda$ and $\mu$). Nevertheless, there may exist interesting classes of graphs for which the chain mixes, motivating the following question.

**Question 3.** For which classes of bipartite graphs does the single bond flip chain mix?
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