
McDermott’s discussion of NLP



Disambiguation Is NOT
a process of minimizing
contradictions,  but one
of conforming with familiar
patterns. Consider, “He 
saw a monkey with yellow
tail feathers” – we tend to
understand this in a way
that contradicts common
knowledge, yet there’s a
“logical” interpretation …

Here he seems to make 
the common  mistaken 
assumption that symbolic 
propositions only allow for 
deductive reasoning. On the 
next page he allows for 
nondeductive inferences,
but still insists that logical 
symbolisms restrict us to 
“justifiable” inferences. 
And since no general such 
method is known, he 
concludes that we have no 
general “internal notation” 
and just use a bag of special 
computational tricks … I very 
much disagree.



There is no problem in principle with a computer making deductive or
nondeductive inferences. If a robot makes a plan for going to a destination
based on a map inferred from sensory data, the plan might or might not
work. The inference to the plan can be wrong for all sorts of reasons, even if
the premises are true (i.e., the input data were accurately sensed). Even in
the case of something as straightforward as the calculation done by the IRS
to determine whether you get a refund or must pay more taxes, it is not
always obvious if the inference is deductive. Suppose the IRS computer is
figuring the taxes of a consultant, and sees three income items, one for
$5467, one for $1076, and one for $1076.39. Is the inference that the total
income = $7619.39 a deductive inference? A human accountant might
wonder if the second two figures were the same amount reported twice, by
two different channels. Is he doubting the premises, and if so what are they?
The point is one I have made above: computers don’t deduce, they
calculate. Whether the conclusions they draw are deductive or not is seldom
an issue.. The problem is not with getting computers to draw nondeductive
conclusions; they do it all the time. The problem is to get them to do it with
an arbitrary formula in the internal notation. The IRS computer can
represent facts about tax returns. The map-building robot can represent
facts about the layout of buildings. What’s missing is a general theory of
inference that will tell us what we are justified in inferring from an arbitrary

Language appears to be the big counterexample to this proposal, because
we can apparently hear a sentence on any topic and immediately assimilate
the information it contains. But this appearance might be misleading. It is
now accepted that any normal person can perform a purely syntactic
analysis of an arbitrary novel sentence with no conscious effort. Syntactic
analysis---or parsing---segments a sentence so that the phrases it contains
are properly grouped. For example, in a sentence like “The man Fred yelled
at was more helpful,” we know immediately that Fred yelled at the man and
that the man was more helpful (and not, for instance, that the man yelled at
Fred or Fred was more helpful(, The question is what happens to the word
groups after such syntactic parsing. Consider a riddle such as this one: “If a
plane crashes right on the border between the United States and Canada,
where would they bury the survivors?” Or this one: “A train leaves New York
headed for Albany at 80 miles per hour, and simultaneously another train
leaves Albany headed for New York at 40 miles per hour. When they collide,
which one is closer to New York?” A significant number of people perform
such shallow analysis of these seemingly simple questions that they get the
meanings wrong. What model of semantic processing would account for
that?
Fortunately, we can learn a lot about language without solving the

problem of what it means to understand an arbitrary sentence. For instance,
consider the problem of information extraction, in which the computer’s
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