Abstract

We study identity testing for restricted Boltzmann machines (RBMs), and more generally for undirected graphical models. Given sample access to the Gibbs distribution corresponding to an unknown or hidden model $M^*$ and given an explicit model $M$, can we distinguish if either $M = M^*$ or if they are (statistically) far apart? Daskalakis et al. (2018) presented a polynomial-time algorithm for identity testing for the ferromagnetic (attractive) Ising model. In contrast, for the antiferromagnetic (repulsive) Ising model, Bezáková et al. (2019) proved that unless RP = NP there is no identity testing algorithm when $\beta d = \omega(\log n)$, where $d$ is the maximum degree of the visible graph and $\beta$ is the largest edge weight (in absolute value).

We prove analogous hardness results for RBMs (i.e., mixed Ising models on bipartite graphs), even when there are no latent variables or an external field. Specifically, we show that if RP $\neq$ NP, then when $\beta d = \omega(\log n)$ there is no polynomial-time algorithm for identity testing for RBMs; when $\beta d = O(\log n)$ there is an efficient identity testing algorithm that utilizes the structure learning algorithm of Klivans and Meka (2017). In addition, we prove similar lower bounds for purely ferromagnetic RBMs with inconsistent external fields, and for the ferromagnetic Potts model. Previous hardness results for identity testing of Bezáková et al. (2019) utilized the hardness of finding the maximum cuts, which corresponds to the ground states of the antiferromagnetic Ising model. Since RBMs are on bipartite graphs such an approach is not feasible. We instead introduce a novel methodology to reduce from the corresponding approximate counting problem and utilize the phase transition that is exhibited by RBMs and the mean-field Potts model. We believe that our method is general, and that it can be used to establish the hardness of identity testing for other spin systems.

1. Introduction

For graphical models, there are several fundamental computational tasks which are essential for utilizing these models. These computational problems can be broadly labeled as follows: sampling, counting, structure learning, and testing. Our big picture aim is to understand the relationship between these problems. The specific focus in this paper is on the computational complexity of the identity testing problem for undirected graphical models and its connections to the hardness of the counting problem.
Identity testing is a basic question in statistics for testing whether a given model fits a dataset. Roughly speaking, given data $D$ sampled from the posterior or likelihood distribution of an unknown/hidden model $M^*$ and given an explicit model $M$, can we distinguish whether $M = M^*$?

We study identity testing in the context of undirected graphical models [38], which correspond to (pairwise) Markov random fields in probability theory and computer vision [22] and to spin systems in statistical physics [23]. We focus attention on examples of graphical models of particular interest: the Ising model, the Potts model, and Restricted Boltzmann Machines. The Ising model is the simplest example of an undirected graphical model, and, in fact, it is one of the most well-studied models in statistical physics where it is used to study phase transitions. The Potts model is the generalization of the Ising model from a two state system to an integer $q \geq 3$ state system. It is also well-studied in statistical physics as the nature of the phase transition changes as $q$ increases [15, 16].

Restricted Boltzmann Machines (RBMs) are a simple class of undirected graphical models corresponding to the Ising model on bipartite graphs. Originally introduced by Smolensky in 1986 [46], they have played an important role in the history of computational learning theory. They have two layers of variables: one layer corresponding to the observed variables and another layer corresponding to the hidden/latent variables, and no intralayer connections so that the underlying graph is bipartite. Learning was shown to be practical in these restricted models [30, 32] and henceforth played a seminal role in the development of deep learning [41, 39, 42, 31].

We define first the Potts model, as both the Ising model and RBMs may be viewed as special cases of this model. The Potts model is specified by a graph $G = (V,E)$, a set of vertex labels or spins $[q] = \{1, \ldots, q\}$, a set of edge weights defined by $\beta : E \to \mathbb{R}$ and a set of vertex weights $h : V \times \{1, \ldots, q\} \to \mathbb{R}$. Configurations of the Potts model are the collection of vertex labelings $\Omega = \{1, \ldots, q\}^V$. The Gibbs distribution associated with the Potts model is a distribution over all configurations $\sigma \in \Omega$ such that:

$$
\mu(\sigma) = \mu_{G,\beta,h}(\sigma) := \frac{1}{Z} \exp \left( \sum_{\{u,v\} \in E} \beta(\{u,v\}) \mathbb{1}(\sigma(u) = \sigma(v)) + \sum_{v \in V} h(v, \sigma(v)) \right),
$$

where $Z = Z_{G,\beta,h}$ is corresponding the normalizing factor or partition function.

When $\beta(e) > 0$ for every $e \in E$, the model is called ferromagnetic and neighboring vertices prefer to align to the same spin. Conversely, when $\beta(e) < 0$ for every $e \in E$ the model is called antiferromagnetic. Models where $\beta$ is allowed to be both positive or negative for distinct edges are called mixed models.

The Ising model corresponds to the special case where there are only two spins; i.e., $q = 2$. RBMs are mixed Ising models restricted to bipartite graphs; that is, $G$ is bipartite with bipartition $V = L \cup R$. Since the focus in this paper is on lower bounds, we often consider the case of no external field ($h = 0$) in order to obtain stronger hardness results.

Given a model specification, that is, a graph $G = (V,E)$, an edge weight function $\beta$ and an external field $h$, the goal in the sampling problem is to generate samples from the Gibbs distribution $\mu = \mu_{G,\beta,h}$ (or from a distribution close to $\mu$ in total variation distance). The corresponding counting problem is to compute the partition function $Z = Z_{G,\beta,h}$. The (exact) counting problem is #P-hard [50] even for restricted classes of graphs [26, 49], and hence the focus on the approximate
counting problem of obtaining an FPRAS (fully-polynomial randomized approximation scheme\(^1\)) for \(Z\). For a general class of models, the approximate counting and the approximate sampling problems are equivalent, i.e., there are polynomial-time reductions between them [34, 47, 36]. A seminal result of Jerrum and Sinclair [33] (see also [40, 11, 28]) presented an FPRAS for the partition function of the ferromagnetic Ising model.

Another two fundamental problems for undirected graphical models are structure learning and identity testing. The structure learning problem is as follows: given oracle access to samples from the Gibbs distribution \(\mu_{M^*}\) for an unknown (i.e., “hidden”) model \(M^* = (G^*, \beta^*, h^*)\), can we learn \(G^*\) (i.e., the structure of the model) in polynomial-time with probability at least \(2/3\)? In the case of no latent variables (so the samples from the Gibbs distribution reveal the label of all vertices \(V\) of \(G\)) recent work of Klivans and Meka [35] (see also [6, 52, 29, 51, 53]) learns \(n\)-vertex graphs with \(O(\log n) \times \exp(O(\beta d))\) samples and \(O(n^2 \log n) \times \exp(O(\beta d))\) time where \(d\) is the maximum degree of \(G\) and \(\beta := \max_{e \in E} |\beta(e)|\) is the maximum edge weight in absolute value; this bound has nearly-optimal sample complexity from an information-theory perspective [43].

For RBMs with latent variables (thus samples only reveal the labels for vertices on one side \(R\)), structure learning can be done in time \(O(n^{d_L+1})\) where \(d_L\) is the maximum degree of the latent variables. Recent work of Bresler, Koehler and Moitra [7] proves that there is no algorithm with running time \(n^o(d_L)\) assuming \(k\)-sparse noisy parity on \(n\) bits is hard to learn in time \(n^{o(k)}\); they also show that for the special case of ferromagnetic RBMs with hidden variables there is a structure learning algorithm with \(O(\log n) \times \exp(O(\beta d^2))\) sample complexity and \(O(n^2 \log n) \times \exp(O(\beta d^2))\) running time.

In the identity testing problem we are given oracle access to samples from the Gibbs distribution \(\mu_{M^*}\) for an unknown model \(M^* = (G^*, \beta^*, h^*)\) (as in structure learning) and we are also given an explicit model \(M = (G, \beta, h)\). Our goal is to determine, with probability \(\geq 2/3\), if either \(M = M^*\) or if the models are \((1 - \varepsilon)\)-far apart; specifically, if the total variation distance between their Gibbs distributions is at least \(1 - \varepsilon\) for a given \(\varepsilon > 0\). (Previous works assumed separation \(\geq \varepsilon\) in the later case, whereas we prove hardness even when we assume separation \(\geq 1 - \varepsilon\).)

It is known that identity testing cannot be solved in polynomial time for general graphical models in the presence of hidden variables unless \(\text{RP} = \text{NP}\) [4]. In this paper we assume there are no hidden variables and hence the samples from \(\mu_{M^*}\) reveal the label of every vertex in the graph \(G\); this setting is more interesting for hardness results. We explore a more refined picture of hardness of identity testing vs. polynomial-time algorithms.

It is known that identity testing can be reduced to sampling [14] or structure learning [1]: given an efficient algorithm for the associated sampling problem or an efficient algorithm for structure learning, then one can efficiently solve the identity testing problem. Hence, identity testing is (computationally) easier than sampling and structure learning. (To be precise, one needs to solve both the structure learning and the parameter estimation problems to solve identity testing; the algorithm of Klivans and Meka [35] does in fact provide this.) This raises the question of whether identity testing can be efficiently solved in cases where sampling and structure learning are known to be hard. We prove (for the models studied here) that when sampling and structure learning are hard, then identity testing is also hard.

---

1. A fully polynomial-time randomized approximation scheme (FPRAS) for an optimization problem with optimal solution \(Z\) produces an approximate solution \(\tilde{Z}\) such that, with probability at least \(1 - \delta\), \((1 - \varepsilon)Z \leq \tilde{Z} \leq (1 + \varepsilon)Z\) with running time polynomial in the instance size, \(\varepsilon^{-1}\) and \(\log(\delta^{-1})\).
1.1. Our results

The \( \varepsilon \)-identity testing problem for the Ising and Potts models is formally defined as follows. For positive integers \( n \) and \( d \), and positive real numbers \( \beta \) and \( h \), let \( \mathcal{M}_{\text{RBM}}(n, d, \beta, h) \) denote the family of RBMs on \( n \)-vertex bipartite graphs \( G = (V, E) \) of maximum degree at most \( d \), where the absolute value of all edge interactions is at most \( \beta \) and the field \( |h(v, i)| \leq h \) for all \( v \in V \) and \( i \in [q] \); see Definition 4. We define \( \mathcal{M}_{\text{Potts}}(n, d, \beta, h) \) analogously for the family of Potts models, without the restriction of \( G \) being bipartite.

<table>
<thead>
<tr>
<th>Given an RBM ( M \in \mathcal{M}<em>{\text{RBM}}(n, d, \beta, h) ), and sample access to a distribution ( \mu_M^* ) for an unknown RBM ( M^* \in \mathcal{M}</em>{\text{RBM}}(n, d, \beta, h) ), distinguish with probability ( \geq 3/4 ) between the cases:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( \mu_M = \mu_{M^*} );</td>
</tr>
<tr>
<td>2. ( |\mu_M - \mu_{M^*}|_{TV} \geq 1 - \varepsilon ).</td>
</tr>
</tbody>
</table>

The choice of \( 3/4 \) for the probability of success is arbitrary, and it can be replaced by any constant in the interval \((\frac{1}{2}, 1]\) at the expense of a constant factor in the running time of the algorithm. The \( \varepsilon \)-identity testing problem for the Potts model is defined in the same manner, but assuming that both \( M \) and \( M^* \) belong to \( \mathcal{M}_{\text{Potts}}(n, d, \beta, h) \) instead.

Our first result concerns the identity testing problem on \( \mathcal{M}_{\text{RBM}}(n, d, \beta, 0) \); that is, (mixed) RBMs without external fields: \( h(v, i) = 0 \) for all \( v \in V \), \( i \in [q] \). We show that for RBMs the approach utilizing structure learning is essentially best possible. In particular we prove that when \( \beta d = \omega(\log n) \) there is no poly-time identity testing algorithm, unless \( \text{RP} = \text{NP} \). Note that when \( \beta d = O(\log n) \), the algorithm of Klivans and Meka [35] for structure learning and parameter estimation provides an identity testing algorithm with \( \text{poly}(n) \) sample complexity and running time.

**Theorem 1** Suppose \( n \), \( d \) are positive integers such that \( 3 \leq d \leq n^\theta \) for constant \( \theta \in (0, 1) \) and let \( \varepsilon \in (0, 1) \). If \( \text{RP} \neq \text{NP} \), then for all real \( \beta > 0 \) satisfying \( \beta d = \omega(\log n) \) there is no polynomial running time algorithm to solve the \( \varepsilon \)-identity testing problem for the class \( \mathcal{M}_{\text{RBM}}(n, d, \beta, 0) \) of mixed RBMs without external fields.

In contrast to the above result, Daskalakis, Dikkala and Kamath [14] provided a poly-time identity testing algorithm for all ferromagnetic Ising model with consistent fields (the external field is consistent if it only favors the same unique spin at every vertex; otherwise it is called inconsistent). Their algorithm crucially utilizes the known poly-time sampling methods for the ferromagnetic Ising model [33, 40, 11, 28]. On the hardness side, super-polynomial lower bounds were recently established for identity testing for the antiferromagnetic Ising model on general (not necessarily bipartite) graphs when \( \beta d = \omega(\log n) \) [1]. This previous result utilizes the hardness of the maximum cut problem, since maximum cuts correspond to the “ground states” (maximum likelihood configurations) of the antiferromagnetic model; this is not the case for RBMs, and new insights are required (see Section 1.2 for a more detailed discussion). In particular we show a new approach to reduce from the counting problem.

Ferromagnetic and antiferromagnetic RBMs are equivalent models; that is, there is a one-to-one correspondence between configurations with the same weight. Hence, the results in [14] solve the identity testing problem for both ferromagnetic and antiferromagnetic RBMs with no latent variables, even in the presence of a consistent external field. Moreover, Klivans and Meka’s algorithm from [35] together with the hardness results of Theorem 1 provides a fairly complete picture of the computational complexity of identity testing for (mixed) RBMs with no external field (\( h = 0 \)).
Our next result concerns the hardness of identity testing for purely ferromagnetic RBMs with an inconsistent magnetic field; that is, a field that favors one spin for some of the vertices and the other spin for the rest. For this we utilize the complexity of \#BIS, which is the problem of counting the independent sets in a bipartite graph. \#BIS is believed not to have an FPRAS, and it has achieved considerable interest in approximate counting as a tool for proving relative complexity hardness [17, 25, 18, 8, 10, 9, 20]. Let $\mathcal{M}_{\text{RBM}}^+(n, d, \beta, h)$ be set of all ferromagnetic RBMs in $\mathcal{M}_{\text{RBM}}(n, d, \beta, h)$.

**Theorem 2** Suppose $n, d$ are positive integers such that $3 \leq d \leq n^\theta$ for constant $\theta \in (0, 1)$ and let $\varepsilon \in (0, 1)$. If \#BIS does not admit an FPRAS, there exists $h = O(1)$ such that when $\beta d = \omega(\log n)$ there is no polynomial running time algorithm that solves the $\varepsilon$-identity testing problem for the class $\mathcal{M}_{\text{RBM}}^+(n, d, \beta, h)$ of ferromagnetic RBMs with inconsistent external fields.

Given the efficient identity testing algorithm for ferromagnetic Ising models [14, 33], we may ask whether there are other (ferromagnetic) models that allow efficient testing algorithms. A prime candidate is the ferromagnetic Potts model. Both the ferromagnetic Ising and Potts models have a rich structure; for instance, their random-cluster representation [27] enables sophisticated (and widely-used) sampling algorithms such as the Swendsen-Wang algorithm [48]. However, while there are efficient samplers for the ferromagnetic Ising model for all graphs $G$ and all edge interactions $\beta$ [33, 11, 28], the case of the ferromagnetic Potts model (i.e., $q > 2$ spins) looks less promising. In fact, it is unlikely that there is an efficient sampling/counting algorithm for general ferromagnetic Potts models since this is a known \#BIS-hard problem [25, 21]; this is due to a phenomena called phase co-existence, which we will also exploit; see Section 2.2.1. Given the weaker hardness of sampling and approximate counting for the ferromagnetic Potts model, the hardness of the identity problem was less clear.

We prove that identity testing for the ferromagnetic Potts model is in fact hard in the same regime of parameters where sampling and structure learning are known to be hard. Specifically, we observe that the structure learning algorithm from [35] applies to the Potts model, and hence implies a testing algorithm when $\beta d = O(\log n)$; we establish lower bounds when $\beta d = \omega(\log n)$ that hold even for the simpler case of models with no external field.

**Theorem 3** Suppose $n, d, q \geq 3$ are positive integers such that $3 \leq d \leq n^\theta$ for constant $\theta \in (0, 1)$ and let $\varepsilon \in (0, 1)$. If \#BIS does not admit an FPRAS, then there is no polynomial running time algorithm that solves the $\varepsilon$-identity testing problem for the class $\mathcal{M}_{\text{POTTS}}^+(n, d, \beta, 0)$ of ferromagnetic $q$-state Potts models without an external field. Moreover, our lower bound applies restricted to the class of ferromagnetic Potts models on bipartite graphs in $\mathcal{M}_{\text{POTTS}}^+(n, d, \beta, 0)$.

1.2. Our techniques

Our proof is a general approach that allows us to obtain hardness results for several models of interest. Specifically, we devise a novel methodology to reduce the problem of approximate counting (i.e., approximating partition functions) to identity testing. For this we consider a decision version of approximate counting and prove that this variant is as hard as the standard approximation problem; this first step of our reduction applies to many other models of interest (see Theorem 7).

In the second step of our reduction, given a hard counting instance, we use insights about the phase transition of the models to construct a testing instance whose output allows us to solve the
decision version of approximate counting. The actual reduction is generic (see Theorem 9), but the insights about each model are needed to build a suitable testing instance; this construction is the only part of our proof that is model specific, whereas every other step in the proof applies to more general spin systems. Our approach is nicely illustrated in the context of the ferromagnetic Potts model; that is, in the proof of Theorem 3 in Section 2. There, we utilize the phase transition phenomenon in the associated mean-field Potts model which corresponds to the complete graph. In particular, there is a phase co-existence corresponding to a first-order phase transition which we utilize to approximate the partition function of the input graph; see Section 2.

In the third and final step of the reduction, we reduce the maximum degree of the graph in the testing instance by using random bipartite graphs as gadgets, as has been done in seminal hardness results for approximate counting [44, 45], and more recently in [1] for the hardness of testing for the antiferromagnetic Ising model. This step is also generic and applies to a large class of models; see [3]. One interesting implication of our approach is that our gadget and reduction yields always bipartite graphs, and hence we immediately get hardness results for bipartite graphs for all of the models studied in this paper.

We pause to briefly contrast the above proof approach with that in [1], where it was established hardness of identity testing for the antiferromagnetic Ising model. As mentioned earlier, in the antiferromagnetic Ising model, the configurations with the highest weight or likelihood (i.e., the ground states) correspond to the maximum cuts of the original graph. Hence, it is natural to prove hardness of identity testing for the antiferromagnetic Ising model using a reduction from the maximum cut problem. The ground states of ferromagnetic systems, on the other hand, correspond to the monochromatic configurations, so there is no hard optimization problem in the background to utilize in the reduction. (The similar obstacle for RBMs is that the maximum cut problem is trivial in bipartite graphs, so we cannot hope to use it to prove hardness.) We use the hardness of approximating the partition function instead and utilize the unique nature of the phase transition in these models in an essential way.

To reduce the degree of the graphs in our construction we do utilize insights and certain technical lemmas from [1]. Specifically, those concerning the expansion of random near-regular bipartite graphs. We note that the models we consider on these random graphs are different than those in [1]; in particular, we consider mixed models and allowed external fields, whereas in [1] these gadgets are purely antiferromagnetic and there is no external field.

We present our proof approach in the context of the ferromagnetic Potts model, specifically in Section 2 we sketch the prove Theorem 3. The complete proof of Theorem 3 and the proofs for RBMs, i.e., Theorems 1 and 2 which follow the same approach, are provided in the full version [3].

2. Testing ferromagnetic Potts models

In this section we prove Theorem 3, our lower bound for identity testing for the ferromagnetic Potts model. To prove this theorem, we introduce a new methodology to reduce approximate counting (i.e., the problem of finding an FPRAS for the partition function of a model), to identity testing. We believe our methods could be used to establish the hardness of identity testing for other models.

We introduce some useful notation next. Recall that in the introduction we define the families of models $\mathcal{M}_{\text{RBM}}, \mathcal{M}_{\text{RBM}}^+, \mathcal{M}_{\text{Potts}}$ and $\mathcal{M}_{\text{Potts}}^+$. We formalize and extend this notation as follows.

**Definition 4** For integers $n, d \geq 3$ and $\beta, h \in \mathbb{R}$, let $\mathcal{M}_{\text{Potts}}(n, d, \beta, h, q)$ denote the family of $q$-state Potts models on $n$-vertex graphs $G = (V_G, E_G)$ of maximum degree at most $d$ with edge
interactions $\beta_G : E_G \to \mathbb{R}$ such that for every edge $\{u, v\} \in E_G$, $|\beta_G(\{u, v\})| \leq \beta$, and external field $h_G : V_G \times [q] \to \mathbb{R}$ such that for every vertex $v \in V_G$ and spin $i \in [q]$, $|h_G(v, i)| \leq h$.

Remark 5 We omit $q$ from the notation above as it is usually clear from context. For the special case of $q = 2$, i.e., the Ising model, we use $\mathcal{M}_{\text{ISING}}$; when $q = 2$ and the underlying graph is bipartite we use $\mathcal{M}_{\text{RBM}}$. In addition, we add “+” or “−” as a superscript to the notation to denote the corresponding ferromagnetic or antiferromagnetic subfamilies; e.g., $\mathcal{M}_{\text{Potts}}^+(n, d, \beta, h)$ denotes the subset of ferromagnetic Potts models in $\mathcal{M}_{\text{Potts}}(n, d, \beta, h)$. Finally, we add a circumflex, e.g., $\hat{\mathcal{M}}_{\text{Potts}}^+(n, d, \beta, h)$, for the subfamily of models where every edge weight is exactly equal to $\beta$.

2.1. Step 1: Decision version of approximate counting

Our starting point is always a known hard approximate counting instance. For the ferromagnetic Potts model, we consider the problem of approximating its partition function on a graph $G$. As mentioned, this problem is known to be #BIS-hard, even under the additional assumptions that all edges have the same interaction parameter $0 < \beta_G = \Theta(1)$ and that there is no external field (i.e., $h = 0$) [25, 21]. Our goal is to design an FPRAS for the partition function $Z_{G, \beta_G} : = Z_{G, \beta_G, h_G}$ using a poly-time algorithm for identity testing, thus establishing the #BIS-hardness of this problem.

Our first step is to reduce the problem of approximating $Z_{G, \beta_G}$ to a natural decision variant of the problem. This decision version will be more naturally solved by the testing algorithm and is more generally defined as follows:

**Definition 6 (Decision $r$-approximate counting)** Given a Potts model $(G, \beta_G, h_G)$, an approximation ratio $r > 1$ and an input $\hat{Z} \in \mathbb{R}$, distinguish with probability at least $5/8$ between the cases: (i) $Z_{G, \beta_G, h_G} \leq \frac{1}{r} \hat{Z}$ and (ii) $Z_{G, \beta_G, h_G} \geq r \hat{Z}$.

We show that the decision version of approximate counting is as hard as the standard problem of approximating $Z_{G, \beta_G, h_G}$. Our proof of this theorem is provided in the full version [3].

**Theorem 7** Let $n, d \geq 1$ be integers and let $\beta, h \geq 0$ be real numbers. Suppose that there is no FPRAS for the counting problem for a family of Potts models $\mathcal{M}$, where $\mathcal{M}$ is any of the models $\mathcal{M}_{\text{Potts}}^+(n, d, \beta, h)$, $\mathcal{M}_{\text{ISING}}^-(n, d, \beta, h)$ or $\hat{\mathcal{M}}_{\text{ISING}}^+(n, d, \beta, h)$. Then, for any $c > 0$ there is no polynomial-time algorithm for the decision version of $n^c$-approximate counting for $\mathcal{M}$.

2.2. Step 2: Testing instance construction

We first construct a hard instance for the identity testing problem for the ferromagnetic Potts model on general graphs, with no restriction on the maximum degree and with a constant upper bound on the edge interactions. We prove first that identity testing is #BIS-hard in this setting.

**Theorem 8** Consider a ferromagnetic Potts model with no external field ($h = 0$) where the interaction on every edge is ferromagnetic and bounded from above by a constant $\beta_0 > 0$. Then, there is no polynomial-time identity testing algorithm for the model unless there is an FPRAS for #BIS.

To establish this theorem, we construct an identity testing instance that allows us to solve the decision variant of approximate counting. This theorem does not immediately imply Theorem 3 from
the introduction because we allow the degree to be unbounded; specifically, Theorem 8 establishes hardness for $\mathcal{M}_{\text{POTTS}}(n, n, \beta, 0)$. The final step of the proof uses this result and a degree-reducing gadget to establish Theorem 3 (see Section 2.3). Our main gadget in the proof of Theorem 8 will be a complete graph; this is known as the mean-field case in statistical physics.

2.2.1. THE FERROMAGNETIC MEAN-FIELD $q$-STATE POTTS MODEL

Let $H = K_m$ be a complete graph on $m$ vertices and let $\beta_H$ be the interaction strength on the edges of $H$. By symmetry, the $q$-state Potts configurations on a complete graph can be described by their “signature”—by “signature” we mean the vector $(\sigma_1, \ldots, \sigma_q) \in \mathbb{Z}^q$ where $\sigma_i \geq 0$ is the number of vertices that have spin $i$; note that $\sum_{i=1}^q \sigma_i = m$.

In the complete graph, the ferromagnetic Potts model is known to undergo an “order-disorder” phase transition. Specifically, there exists a critical value $\beta_H = \mathcal{B}_o/m$ such that when $\beta_H < \mathcal{B}_o/m$, long-range correlations do not exist; the system is then said to be in a “disordered” state as the typical configurations have signature $\approx (m/q, \ldots, m/q)$ where each spin has roughly the same density (up to lower order terms). In contrast, when $\beta_H > \mathcal{B}_o/m$, typical configurations have a dominant spin and the remaining spins are uniformly distributed. These configurations are thus referred to as “majority” configurations. More precisely there exists a constant $\alpha = \alpha(\beta_H) > 1/q$ and, with high probability, configurations from the Gibbs distribution have signature $\approx \left(\alpha m, \frac{(1-\alpha)m}{q-1}, \ldots, \frac{(1-\alpha)m}{q-1}\right)$ up to permutations and lower order terms.

When $q \geq 3$, the phase transition is known to be of first-order, which means that at the critical point $\beta_H = \mathcal{B}_o/m$ both disordered and majority configurations occur with constant probability. This phenomena is referred to as phase co-existence, and it is known (or conjectured) to be present in a variety of graphs, being the root reason for the hardness of sampling and counting for the ferromagnetic Potts model. In contrast, in the Ising model (i.e., when $q = 2$), there is a second-order phase transition and the majority density $\alpha(\mathcal{B}_o)$ is $1/q$ at the critical point; hence these two phases – disordered and majority – coincide at this point.

We now formalize the notion of the majority phase $M$, the disordered phase $D$, and the remaining configurations $S$ with their corresponding partition functions $Z^M_H$, $Z^D_H$, and $Z^S_H$. The majority phase is defined with respect to a fixed constant $\hat{\alpha} = \hat{\alpha}(\mathcal{B}_o)$ which is the density of the dominant color at the phase coexistence point $\mathcal{B}_o/m$. Let $\Omega_H$ denote the set of Potts configurations on $H$ and for $\sigma \in \Omega_H$, let $(\sigma_1, \ldots, \sigma_q) \in \mathbb{Z}^q$ denote its signature. Consider the following sets:

$$M := \left\{ \sigma \in \Omega_H \mid \exists j \in [q] : |\sigma_j - \hat{\alpha}m| \leq m^{3/4} \text{ and } |\sigma_i - \frac{1}{q-1}m| \leq m^{3/4} \text{ for } i \in [q] \setminus \{j\} \right\},$$

$$D := \{ \sigma \in \Omega_H \mid \forall i \in [q] : |\sigma_i - m/q| \leq m^{3/4} \},$$

and $S := \Omega_H \setminus (M \cup D)$.

For a configuration $\sigma$ on $H$, let $w^\sigma_H(\beta_H) = \exp \left( \sum_{\{u,v\} \in E(H)} \beta_H \mathbb{1}(\sigma(u) = \sigma(v)) \right)$ denote the weight of $\sigma$ in the mean-field model $(H, \beta_H)$. Consider the contributions of each type of configuration to the partition function. That is, $Z^M_H(\beta_H) := \sum_{\sigma \in M} w^\sigma_H(\beta_H)$, $Z^D_H(\beta_H) := \sum_{\sigma \in D} w^\sigma_H(\beta_H)$, and $Z^S_H(\beta_H) := \sum_{\sigma \in S} w^\sigma_H(\beta_H)$. Hence, the partition function of $(H, \beta_H)$ is given by $Z_H(\beta_H) = Z^M_H(\beta_H) + Z^D_H(\beta_H) + Z^S_H(\beta_H)$. We note that in our reduction later, we will choose a specific $\beta_H > 0$ depending on the instance of the approximate counting problem and the parameters of the identity testing algorithm; hence, to emphasize the effect of $\beta_H$, we parameterize $Z^M_H$ (and other functions in this section) in terms of $\beta_H$. 
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The next two lemmas concern the mean-field Potts model near the critical point $\mathfrak{B}_o/m$. We note that as a consequence of the first-order phase transition, there is a critical window around $\mathfrak{B}_o/m$ where the non-dominant phase (i.e., disorder or majority) is still much more likely than any other type configurations; this phenomena is known as metastability and will also be crucial for us.

First we establish that in the critical window around $\mathfrak{B}_o/m$ the majority $M$ and disordered $D$ configurations are exponentially more likely than the remaining configurations $S$. Several variants of this result have been proved in some fashion before, e.g., [5, 37, 25, 13, 24, 19, 2]; however, the precise bound we require in our proofs does not seem to be available in the literature.

**Lemma 1** There exists constants $c, c' > 0$ such that for any $\beta_H$ satisfying $|\beta_H - \mathfrak{B}_o/m| \leq c'm^{-3/2}$, we have $Z^M_H(\beta_H) \leq \min\{Z^M_H(\beta_H), Z^D_H(\beta_H)\} \exp(-c\sqrt{m})$.

In addition, we show that we can find in $\text{poly}(m)$ time a value for the parameter $\beta_H$ in the critical window to achieve a specified ratio $R$ of the majority partition function $Z^M_H(\beta_H)$ to the disordered partition function $Z^D_H(\beta_H)$.

**Lemma 2** There exist constants $c, c' > 0$ such that for any $R \in [e^{-c\sqrt{m}}, e^{c\sqrt{m}}]$ and any constant $\delta \in (0, 1)$, we can efficiently find $\beta_H > 0$ in $\text{poly}(m)$ time such that $|\beta_H - \mathfrak{B}_o/m| \leq c'm^{-3/2}$ and $(1 - \delta)R \leq \frac{Z^M_H(\beta_H)}{Z^D_H(\beta_H)} \leq R$.

The proof of these two lemmas is provided in the full version [3].

### 2.2.2. Identity Testing Reduction

**Visible Model Construction.** Let $(G, \beta_G)$ be the instance of the ferromagnetic Potts model with no external field (i.e., $h = 0$) for which we are trying to approximate the partition function $Z_{G,\beta_G}$; we shall assume $G = (V_G, E_G)$ is an $N$-vertex graph and that every edge has interaction strength $0 < \beta_G = \Theta(1)$. Let $H = (V_H, E_H)$ be a complete graph on $m = N^{10}$ vertices. The graph $F = (V_F, E_F)$ is the result of connecting the vertices of $H$ and $G$ with a complete bipartite graph $K_{m,N}$ with edges $E_{m,N}$; that is, $V_F = V_G \cup V_H$ and $E_F = E_H \cup E_G \cup E_{m,N}$. We consider the Potts model on the graph $F$ with edge interactions $\beta_F : E_F \to \mathbb{R}$ such that $\beta_F(e) = \beta_H$ when $e \in E_H$; $\beta_F(e) = \beta_G$ when $e \in E_G$; and $\beta_F(e) = \beta$ when $e \in E_{m,N}$, where $\beta_H, \beta > 0$ will be chosen later.

We use $n := N + m$ for the number of vertices of $F$, and, with a slight abuse of notation, we use $F$ for the Potts model $(F, \beta_F)$ which will play the role of the visible model in our reduction; $\mu_F$ denotes the corresponding Gibbs distribution.

We study first the properties of “typical” configurations on $G$ conditioned on a configuration $\sigma$ on the complete graph $H$. Let $\Omega_F, \Omega_H$ and $\Omega_G$ be the set of Potts configuration on the graph $F$, $H$ and $G$ respectively; note that $\Omega_F = \Omega_H \times \Omega_G$. For $\sigma \in \Omega_H$, define

$$Z^\sigma_F(\beta_H) := \sum_{\eta \in \Omega_F, \eta(V_H) = \sigma} w_F^\eta(\beta_H)$$

where $w_F^\eta(\beta_H) = \exp \left( \sum_{\{u,v\} \in E_F} \beta_F(\{u,v\}) \mathbb{1}(\eta(u) = \eta(v)) \right)$; that is, $Z^\sigma_F(\beta_H)$ is the total contribution to the partition $Z_F(\beta_H)$ of $F$ of the configurations that agree with $\sigma$ on $H$.

If we fix a configuration $\sigma$ on $H$ and look at the configuration on $G$ (under the Gibbs distribution on $F$ conditional on $\sigma$) then $\sigma$ will act as an external field on the vertices of $G$. We show that if $\sigma$ is in
the majority phase (i.e., in the set $M$), then the configuration on $G$ will be monochromatic with high probability as these configurations will maximize the number of monochromatic edges between $G$ and $H$. In contrast, when $\sigma$ is in the disordered phase (i.e., in $D$), then every configuration on $G$ will have (roughly) the same number of monochromatic edges between $G$ and $H$; hence, the partition function $Z_F^G(\beta_H)$ in this case will be proportional to $Z_G^{\beta_G}$.

To formalize this, we split the partition function of $F$ into three parts depending on the signature on the complete graph $H$. Let $Z_F^M(\beta_H) = \sum_{\sigma \in M} Z_F^G(\beta_H)$, $Z_F^D(\beta_H) = \sum_{\sigma \in D} Z_F^G(\beta_H)$ and $Z_F^S(\beta_H) = \sum_{\sigma \in S} Z_F^G(\beta_H)$. Then, $Z_F(\beta_H) = Z_F^M(\beta_H) + Z_F^D(\beta_H) + Z_F^S(\beta_H)$.

The following lemma details the above description of the properties of configurations on the original instance $G$ conditional on the configuration on the complete graph $H$.

\textbf{Lemma 3} \textit{For any constants $\delta \in (0,1)$ and $c > 0$, and any $\beta_H$ such that $|\beta_H - \mathfrak{B}_0/m| \leq cm^{-3/2}$, there exists constants $c_1, c_2 > 0$ such that for any $\beta \in [c_1 N/m, c_2 Nm^{3/4}]$:}

1. \textit{When the configuration on $H$ is in the majority phase, the configuration on $G$ is likely to be monochromatic; more precisely,}

$$e^{-\delta} \cdot Z_H^M \cdot \exp (\bar{\alpha} \beta N m + \beta_G |E_G|) \leq Z_F^M(\beta_H) \leq e^{\delta} \cdot Z_H^M \cdot \exp (\bar{\alpha} \beta N m + \beta_G |E_G|).$$

2. \textit{When the configuration on $H$ is in the disordered phase, the configuration on $G$ will have very limited influence from the configuration on $H$; more precisely,}

$$e^{-\delta} \cdot Z_H^D \cdot Z_G \cdot \exp (\beta N m/q) \leq Z_F^D(\beta_H) \leq e^{\delta} \cdot Z_H^D \cdot Z_G \cdot \exp (\beta N m/q).$$

3. \textit{The remaining configurations on $H$ have a small contribution to the partition function of the model $F$; more precisely, $Z_F^S(\beta_H) \leq Z_F(\beta_H) \exp (-\Omega(\sqrt{m})).$}

The proof of this lemma, which uses Lemma 1, can be found in the full version [3].

\textbf{Hidden Model Construction.} We now construct our hidden model and show that we can efficiently generate samples from its Gibbs distribution. Let $F^*$ be the graph obtained by our construction above where we replace the graph $G$ by a complete graph on $N$ vertices. More precisely, let $K = K_N$ be a complete graph on $N$ vertices and let $F^*$ be the graph that results from connecting the vertices of $K$ and $H$ with a complete bipartite graph $K_{N,m}$.

The edges of $K$ have parameter $\beta_K = \beta_G + 4 \log q$, whereas the remaining edges have the same interaction strength as in $F$; that is, edges between $K$ and $H$ will have parameter $\beta$ and those in $H$ parameter $\beta_H$. This Potts model on $F^*$, which again with a slight abuse of notation we denote by $F^*$, will act as the hidden model. We choose $\beta_K = \beta_G + 4 \log q$, so that $K$ is more likely to be monochromatic than $G$. Let $\mu_{F^*}$ the corresponding Gibbs distribution on $F^*$. We establish next that we can efficiently generate samples from $\mu_{F^*}$; see [3] for the proof.

\textbf{Lemma 4} \textit{There is an exact sampling algorithm for the distribution $\mu_{F^*}$ with running time $\text{poly}(n)$.}

\textbf{Proof Overview.} We provide the high-level idea of the reduction next. Recall that our goal is to provide a polynomial-time algorithm for the decision version of the $r$-approximate counting problem for the ferromagnetic Potts model $(G, \beta_G)$. That is, for a real number $\tilde{Z}$ we want to check whether $Z_G \leq \frac{1}{r} \tilde{Z}$ or $Z_G \geq r \tilde{Z}$, where $Z_G := Z_{G,\beta_G}$ is the partition function of $(G, \beta_G)$.
For any “reasonable” \( \hat{Z} \in \mathbb{R} \) (i.e., \( \hat{Z} \) not too small or too large, in which case the approximate counting problem is trivial), we can find a value of the parameter \( \beta_H \) for our construction such that

\[
\frac{Z_F^D(\beta_H)}{Z_F^M(\beta_H)} \approx \frac{1}{\sqrt{\varepsilon L \cdot \hat{Z}}},
\]

where \( L = L(n) \) and \( \varepsilon = \varepsilon(n) \) are the sample complexity and accuracy parameter of the testing algorithm, respectively. This is possible because of the first-order phase transition of the ferromagnetic mean-field \( q \)-state Potts model for \( q \geq 3 \), and the associated phase coexistence and metastability phenomena discusses earlier; see Section 2.2.1. (Specifically, by Lemma 2 we can find \( \beta_H \) so that \( Z_F^M(\beta_H)/Z_F^D(\beta_H) \approx R \) for any target \( R \), and then we can use Lemma 3 to translate this value to a value for \( Z_G \).

Now, for this choice of \( \beta_H \) and setting \( r \approx \sqrt{\frac{L}{\varepsilon}} \), note that if \( Z_G \leq \frac{1}{e} \hat{Z} \), then the ratio \( Z_F^D(\beta_H)/Z_F^M(\beta_H) \) is small (\( \lesssim 1/L \)). Conversely, when \( Z_G \geq r \hat{Z} \), the ratio is large (\( \gtrsim 1/e \)). Therefore, to distinguish whether \( Z_G \leq \frac{1}{e} \hat{Z} \) or \( Z_G \geq r \hat{Z} \) it is sufficient to determine whether the ratio \( Z_F^D(\beta_H)/Z_F^M(\beta_H) \) is small or large. For this we can use the identity testing algorithm. In particular, when the ratio is small (\( \lesssim 1/L \)), the majority phase of \( H \) is dominant in \( F \), and \( G \) will likely be monochromatic. Since this is also the case in \( F^* \) (i.e., \( K \) is monochromatic with high probability), then the models \( F \) and \( F^* \) will be close in total variation distance (\( \lesssim 1/L \)), and the testing algorithm using only \( L \) samples would output YES. Otherwise, when \( Z_F^D(\beta_H)/Z_F^M(\beta_H) \) is large (\( \gtrsim 1/e \)), the disorder phase is dominant, so \( F \) and \( F^* \) are likely to disagree on the spins of \( G \) and \( K \); this implies that their total variation distance is large (\( \gtrsim 1 - \varepsilon \)), and so the tester would output NO.

We start with a useful technical lemma which is proved in [3] using Lemmas 2 and 3.

**Lemma 5** Let \( \varepsilon \in (0, 1) \) be a constant, \( L = L(n) = \text{poly}(n) \) and \( r = 96^2\varepsilon^{-1}\sqrt{\varepsilon L + 1}. \) Suppose \( \hat{Z} \in \mathbb{R} \) is such that \( rq \exp(\beta_G|E_G|) \leq \hat{Z} \leq \frac{1}{e} q^N \exp(\beta_G|E_G|). \) Then, there exists constants \( c, c_1, c_2 > 0 \) such that the following holds. For any \( \beta \in \left[ \frac{c_1 N}{m}, \frac{c_2}{Nm^{1/4}} \right] \), we can find \( \beta_H > 0 \) in the range \( |\beta_H - \mathbb{W}_o/m| \leq cm^{-3/2} \) in \( \text{poly}(n) \) time such that all of the following holds:

1. \( \frac{1}{4\sqrt{\varepsilon L + 1}} \frac{Z_G}{\hat{Z}} \leq \frac{Z_F^M(\beta_H)}{Z_F^M(\beta_H)} \leq \frac{1}{\sqrt{\varepsilon L + 1}} \frac{Z_G}{\hat{Z}} \), and \( \frac{Z_F^M(\beta_H)}{Z_F^M(\beta_H)} \leq e^{-c_1 \sqrt{m}}; \)

2. \( \frac{Z_F^D(\beta_H)}{Z_F^M(\beta_H)} \leq \frac{2}{r \sqrt{\varepsilon L + 1}}, \) and \( \frac{Z_F^D(\beta_H)}{Z_F^D(\beta_H)} \leq e^{-c_1 \sqrt{m}}; \)

3. If \( Z_G \leq \frac{1}{e} \hat{Z} \), then \( \|\mu_F - \mu_{F^*}\|_{TV} \leq \frac{1}{16L}; \)

4. If \( Z_G \geq r \hat{Z} \), then \( \|\mu_F - \mu_{F^*}\|_{TV} \geq 1 - \varepsilon. \)

### 2.2.3. A Generic Reduction from Counting to Testing

Theorem 8 will follow from Lemmas 4 and 5 using the following general reduction from the decision version of \( r \)-approximate counting to testing, which we prove in the full version [3].

**Theorem 9** Let \( (G, \beta_G, h_G) \) be a Potts model on an \( N \)-vertex graph \( G \) with partition function \( Z_G \) and let \( \hat{Z} \in \mathbb{R} \). Let \( \varepsilon \in (0, 1) \) be a constant, \( n = \text{poly}(N) \) and suppose there exists an \( \varepsilon \)-identity testing algorithm for a family of Potts models \( \mathcal{M} \) on \( n \)-vertex graphs with sample complexity \( L = L(n) = \text{poly}(n) \) and \( \text{poly}(n) \) running time. Suppose that given \( (G, \beta_G, h_G), \hat{Z}, \varepsilon \) and \( L \), there is \( r = \text{poly}(L, \varepsilon^{-1}) \) such that we can construct two models \( F, F^* \in \mathcal{M} \) in \( \text{poly}(n) \) time satisfying:
Follows from Theorems 8 and 10. 

**Proof of Theorem 3**

Let \( \hat{n}, d \in \mathbb{N}^+ \) be such that \( 3 \leq d \leq \hat{n}^{1-\rho} \) for some constant \( \rho \in (0, 1) \). Suppose that for some constants \( \hat{\beta}, \hat{h} \geq 0 \) there is no \( \text{poly}(n) \) running time \( \varepsilon \)-identity testing algorithm for \( \mathcal{M}_{\text{POTTS}}(n, n, \beta, h) \). Then there exists a constant \( c \in (0, 1) \) such that, for any constant \( \hat{\varepsilon} \geq \varepsilon \) there is no \( \text{poly}(\hat{n}) \) running time \( \hat{\varepsilon} \)-identity testing algorithm for \( \mathcal{M}_{\text{POTTS}}(\hat{n}, d, \hat{\beta}, \hat{h}) \) provided \( \hat{\beta}d = \omega(\log \hat{n}) \) and \( \hat{h} \leq h\hat{n}^{-c} \).

We conclude with the proof of Theorem 3.

**Proof of Theorem 3** Follows from Theorems 8 and 10. 

---

**2.2.4. Proof of Theorem 8**

We can now establish the hardness of testing for the ferromagnetic Potts model on general graphs.

**Proof of Theorem 8** Consider the ferromagnetic Potts model on an \( N \)-vertex graph \( G = (V_G, E_G) \) with constant edge weight \( \beta_G \) in every edge and no external field. Let \( \hat{Z} > 0 \) be a real number and let \( n = N^{10} + N \). Suppose there is an \( \varepsilon \)-identity testing algorithm for \( \mathcal{M}_{\text{POTTS}}(n, n, \beta_G, 0) \) with sample complexity \( L = L(n) = \text{poly}(n) \) and running time \( \text{poly}(n) \). Let \( r = 96 \varepsilon^{-1} \sqrt{\varepsilon L + 1} \); our goal is to determine whether \( Z_G \leq \frac{1}{r} \hat{Z} \) or \( Z_G \geq r \hat{Z} \) where \( Z_G := Z_{G, \beta_G} \).

We construct the Potts models \( F \) and \( F^* \) as described in Section 2.2.2 with corresponding Gibbs distributions \( \mu_F \) and \( \mu_{F^*} \) using the values of \( \beta \) and \( \beta_H \) supplied by Lemma 5; hence the models \( F \) and \( F^* \) belong to \( \mathcal{M}_{\text{POTTS}}(n, n, \beta_G, 0) \), since \( \beta_G > \max\{\beta, \beta_H\} \).

Lemmas 5 ensures that when \( r q \exp(\beta_G|E_G|) \leq \hat{Z} \leq \frac{q^n}{r} \exp(\beta_G|E_G|) \) conditions (i) and (ii) in Theorem 9 are satisfied. Moreover, Lemma 4 gives condition (iii). Thus, Theorem 9 implies that we have an algorithm for the decision version of \( \varepsilon \)-approximate counting for the Potts model on \( G \) when \( r q \exp(\beta_G|E_G|) \leq \hat{Z} \leq \frac{q^n}{r} \exp(\beta_G|E_G|) \). Meanwhile, we can bound \( Z_G \) crudely by \( q \exp(\beta_G|E_G|) \leq Z_G \leq q^n \exp(\beta_G|E_G|) \). Thus, if \( \hat{Z} < \frac{r q \exp(\beta_G|E_G|)}{2} \leq r Z_G \), we can output \( \hat{Z} \leq \frac{1}{r} Z_G \).

Similarly, when \( \hat{Z} > \frac{1}{r q^n} \exp(\beta_G|E_G|) \) we can output \( \hat{Z} \geq r Z_G \). Therefore, we have a \( \text{poly}(N) \) algorithm for the decision version of \( \varepsilon \)-approximate counting for \( \mathcal{M}_{\text{POTTS}}^+(N, N, \beta_G, 0) \) where \( N = \Theta(10^{10}) \) and \( \beta_G = \Theta(1) \). The result then follows from Theorem 7 and the fact that there is no \( \text{FPRAS} \) for \( \mathcal{M}_{\text{POTTS}}^+(N, N, \beta_G, 0) \) unless there is one for \#BIS [25, 21].

---

**2.3. Step 3: Degree reduction**

The following result is a special case of a more general theorem we prove in the full version [3], and it provides a reduction from identity testing in the family \( \mathcal{M}_{\text{POTTS}}(\hat{n}, d, \hat{\beta}, \hat{h}) \) to identity testing in \( \mathcal{M}_{\text{POTTS}}(n, n, \beta, h) \), under some mild assumptions on the model parameters; this allows us to deduce the hardness of testing on graphs of bounded degree as stated in Theorem 3.

**Theorem 10** Let \( \hat{n}, d \in \mathbb{N}^+ \) be such that \( 3 \leq d \leq \hat{n}^{1-\rho} \) for some constant \( \rho \in (0, 1) \). Suppose that there exists an constant \( c \in (0, 1) \) such that, for any constant \( \hat{\varepsilon} \geq \varepsilon \) there is no \( \text{poly}(\hat{n}) \) running time \( \hat{\varepsilon} \)-identity testing algorithm for \( \mathcal{M}_{\text{POTTS}}(\hat{n}, d, \hat{\beta}, \hat{h}) \). Then there exists a constant \( c \in (0, 1) \) such that, for any constant \( \hat{\varepsilon} \geq \varepsilon \) there is no \( \text{poly}(n) \) running time \( \hat{\varepsilon} \)-identity testing algorithm for \( \mathcal{M}_{\text{POTTS}}(n, n, \beta, h) \) provided \( \hat{\beta}d = \omega(\log \hat{n}) \) and \( \hat{h} \leq h\hat{n}^{-c} \).

We conclude with the proof of Theorem 3.

**Proof of Theorem 3** Follows from Theorems 8 and 10. 

---
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